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Abstract: We present a new algorithm for carrying out large-curvature tunneling calculations
that account for extreme corner-cutting tunneling in hydrogen atom, proton, and hydride transfer
reactions. The algorithm is based on two-dimensional interpolation in a physically motived set
of variables that span the space of tunneling paths and tunneling energies. With this new
algorithm, we are able to carry out density functional theory direct dynamics calculations of the
rate constants, including multidimensional tunneling, for a set of hydrogen atom transfer reactions
involving 9—15 atoms and up to 7 nonhydrogenic atoms. The reactions considered involve the
abstraction of a hydrogen atom from hydrocarbons by a trifluoromethyl radical, and in particular,
we consider the reactions of CF3z with CH4, C2Hg, and C3Hs. We also calculate several kinetic
isotope effects. The electronic structure is treated by the MPWB1K/6-31+G(d,p) method, which
is validated by comparison to experimental results and to CBS-Q, MCG3, and G3SX(MP3)
calculations for CF3 + CHj. Harmonic vibrational frequencies along the reaction path are
calculated in curvilinear coordinates with scaled frequencies, and anharmonicity is included in
the lowest-frequency torsion.

1. Introduction theory>289120r tight-binding molecular dynamicsUsing
Direct dynamics is “the calculation of rates or other dynami- an affordable electronic structure method allows one to
cal observables directly from electronic structure information, combine multidimensional tunneling calculations with varia-
without the intermediacy of fitting the electronic energies tional transition-state theory (VTST/MT) for relatively large
in the form of a potential energy function Although most  systems. Therefore, one can calculate thermal rate constants
direct dynamics calcylatlons are based on classical mecha.mc%lt a low computational cost without building an analytical
for th‘? nuclear _mouoﬁjﬁ t_here has also peen progress in potential energy surface. For example, one can use semiem-
including quantized vibrations and tunnelih@? - . . o .

pirical molecular orbital theory with specific-reaction pa-

To make direct dynamics practical, one often uses i . .
y b rameters (SRPs) fit to experimental or selected higher-level

inexpensive electronic structure methods, as in dynamics N ]
calculations based on semiempirical valence bond configu- calculations:***This approach, although very successful in

a model chemistd? and, hence, cannot be broadly validated.

* Corresponding author. Phone: (612) 624-7555. Fax: (612) 624- Another approach to lowering the cost is to use automatic
9390. E-mail: editor@chem.umn.edu. and efficient fitting method&* The third approach, which is
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the one considered in the present article, is to improve the Table 1. Vibrational-Frequency Scaling Factors and

dynamical algorithms. Energies (in kcal/mol Relative to Reactants) of Products
For reliable calculations of rate constants in reactions @nd Saddle Point of Reaction R1
involving the transfer of a hydrogen atom, hydride ion, or method S AE  AHp Vi AVE

he e P e 10
proton, itis essential to include comer-cutting tunnélftig: experiment —075 (—15)
in the calculation. The VTST/MT method is a well-  gasxwpsymcQeispia 09930 -141 —242 1480 12.49

validated®?* method for calculating reaction rate constants, cgs.q 0.9184° —091 —227 1434 12.23
including the contribution of corner-cutting tunneling, and mce3/3/Mc-Qcisp/3 0.9930 -153 -254 1469 12.38
when reaction-path curvature is small, it is very efficient mcses 0.9675¢ 0.84 —0.53 1509 12.68
because all required data can be obtained from a harmonicvuc3ampPw 0.9669¢ —0.26 —1.46 14.74 12.32
expansion of the potential around 8#&or moré? minimum MC-QCISD 0.9930 -1.33 -2.34 16.63 14.42
energy paths (MEPs). However, especially for bimolecular consensus® 128 -241 1472 1241
reactions involving the transfer of a light particle between MPWBIK/MG3S 0.9567* 084 -038 1509 1268
two heavy atoms (the so-called heaVlight—heavy systems), BBIK/MGSS 0.959 100 ~017 1568 1341
additional information is required in the reaction swath " iKMG3S 09581 —001  ~133 1497 1269

) . . ) MPWB1K/DIDZ 09537 032 -0.85 1439 12.06
(tunneling swath), which is definé&* as the region on the BB1K/DIDZ 09561 051 —059 1499 12.82

concave side of the MEP where corner-cutting tunneling yswik/oinz 09515 —0.72 -1.83 1442 12.23
occurs. Large-curvature tunneliig®® (LCT) is tunneling “Liuetal? ©208 KA cHF/6-31G(d)® 9Zhao etal® ¢ Average
that passes through the swath at a distance too far from thepf three bold entries.  Zhao and Truhlar.3°

MEP to be uniquely or realistically represented by the

aforementioned harmonic expansion. Proton, hydride, and (B) CFs radical with ethane:

hydrogen transfer reactions, especially those with symmetric CF.+ C.H.— CE.H + C.H (R5)
or nearly symmetric barriers, often involve LCT in which 3 2 3 zZs
the corner cutting is due to the reaction coordinate being CF; + C,Dg— CF,D + C,D, (R6)

strongly coupled to the hydrogen stretching vibration mode,
resulting in a highly curved MEP. In fact, the most probable  (C) CR; radical with propane:
tunneling path is the best compromise between low-energy
but long tunneling paths, near the MEP, and paths that are
less favorable energetically but shorter, such as straight-line
paths. The optimum path is the one with the least imaginary

action’® It has been shovifithat a good approximation to  \ye fyrther subdivide R7 and R8 into R7p and R8p, in which
the tunneling probabilities calculated from the least-action , primary H or D is abstracted, and R7s and R8s, in which
path can be obtained by the microcanonical optimized 5 secondary H or D is abstracted. ’

multidimensional tunneling /OMT) approximatiorf, in We first show that the new algorithm proposed to evaluate
which tunneling probability, at each tunneling energy, isthe 1o | cT probabilities allows the evaluation @FOMT

maximum between the small-curvature tunneling (SCT) ansmission coefficients for this kind of system with a
probability*? evaluated with information obtained along the  o5sonable computing time. Then we show that density

MEP and the LCT probabili#’92°2 evaluated with  g,nctional theory (DFT) methods can be used for direct
information from the reaction swath. One of the difficulties dynamics calculations of the thermal rate constants with

in evaluating the:OMT transmission coefficients by direct  ,5timized multidimensional tunneling even for reactions as
dynamics is the evaluation of the LCT probabilities, because, complex as CF with propane, which is a difficult case

at least with current algorithms, they are very demanding in pacause it involves seven heavy (i.e., nonhydrogenic) atoms

terms of the number of electronic structure calculations (e cost of the electronic structure calculations increases
required for evaluations of the potential. In the present paper, rapidly with the number of heavy atoms).

we develop an approach based on a 2D-spline under tension  gection 2 presents the electronic structure calculations used

that reduces the computer time by about 2 orders of i select a level of theory for the direct dynamics calculations.

magnitude without a loss of accuracy. Section 3 presents the dynamical theory including the new
The gas-phase reactions in which the trifluoromethyl 2p interpolation scheme. Section 4 gives details of the

radical (Ck) abstracts a hydrogen atom from hydrocarBos  cajculations. Section 5 gives results, and Section 6 gives a
are good examples of heavlight—heavy systems with  discussion.

corner-cutting tunneling.In this manuscript, we study the

CF; + CgHg — CFH + C;H, (R7)

CF,+ C,D;— CF,D + C,D, (R8)

following reactions: 2. Electronic Structure Calculations
(A) CF3 radical with methane: The direct dynamics calculations in this paper are based on
DFT because it provides a good compromise of affordability
CRy+ CH, — CRH + CH, (R1) and accuracy. Several types of electronic structure calcula-
CF; + HCD; — CF;H + CD, (R2) tions were performed for reaction R1 to find a reliable DFT
CF,+ HCD,— CF,D + CD,H (R3) method for the set of reactions R1, R5, and R7; all the

methods employed are listed in Table 1. For bond energies,
CF;+ CD,— CF,D + CD, (R4) the most accurate methods employed here are CBS-Q,
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G3SX(MP3)3* MC-QCISD/3% and MCG3/3® In tests Table 2. Energetic Parameters (in kcal/mol) for Reactions
against a data set of 109 atomization energies, these methodB1, R5, and R7 Calculated at the MPWB1K/DIDZ Level?

had mean unsigned errors per bond of 0.30, 0.22, 0.37, and R1 R5 R7s R7p1 R7p2
0.22 kcal/mol, respectively, and in a test against 44 barrier AE 0.32 _412 766 _388 _3.388
heights for H-atom transfer, they had mean unsigned errors , 0.85 543 _8.98 508 508
of 0.87, 0.94, 1.33, and 1.01 kcal/mol, respectivi&lin the (—-1.49)>  (-573) (~7.74) (-5.35) (~5.35)
present article, we employed MCG3/3 and G3SX(MP3) with 4 14.39 11.67 9.47 11.90 11.62
geometrics and frequencies optimized at the MC-QCISD/3 AVS 12.06 8.94 6.52 9.16 9.21

I_evel, whereas CBS-Q geometries were obtained_ as speci- In the case of reaction R7, different energetic parameters are

fied by the developers of that method. In calculating zero- obtained for the abstraction of secondary, R7s, or primary, R7p1 and

point energies in Table 1, all frequencies were scaled with R7p2, hydrogens and also for each of the two possible transition-

empirical factorsS determined previousl?ﬁ‘,v?’HO these state conformers (R?pl_and R7p2) for the primary case (see‘Section
. X . 5.3 of text). ® Numbers in parentheses are AH,gg from experiment.*:

factors are given in the table. (The use of the harmonic

expressions with scaled frequencies may be called the

guasiharmonic approximation.) For barrier heights, two more

recently developed methods, MC3®Band MC3MPW° el

have even smaller mean unsigned errors, in particular, 0.78 o g

and 0.75 kcal/mol, respectively. Therefore, G3SX(MP3), T

CBS-Q, and MCG3 are expected to be the most accurate of | o % J

the methods employed here for reaction energies, and CBS- - =

Q, MC3BB, and MC3MPW are expected to be the most

accurate for barrier heights. We, therefore, used these

methods to compute consensus best estimates for the TS (R1)

following quantities: AE, classical energy of reactionHo, € =

zero-point-inclusive energy of reactiow, classical barrier )

height; and AVS*, zero-point-inclusive barrier height i

evaluated at the saddle point. The last-named quantity is

given in the harmonic or quasiharmonic approximation for

bimolecular reactions by

& TssR7)

7

1(R7)

a2}
L
=

_:{‘? g hE
:é’ d

o TSp

TS (R5)
3N-7

1
t = + —] = — = —00
AVS =V + 2h WFZ [w,(s=0) — w,(s NN

wherefi is Planck’s constant divided byn2 wn(s) is a
_generalized normal mode vibrational frequency ih @hat TSp2 (R7)

is, radians per second), angl(s = 0) andwmn(s = —o) are

the vibrational frequencies of mode at the saddle point ~ Figure 1. Geometries of the transition states of the R1, R5,
and the reactants, respectively. (For a unimolecular reaction,and R7 reactions calculated at the MPWB1K/DIDZ level.
one would need to subtrabithaay (s = 0) at the reactants, ~ Distances are in A, and angles are in degrees.

but this is zero for a bimolecular reaction. Note that when

we quote numerical values of(s), we always givesm(s)/ the VTST dynamics calculations for all reactions studied here

(27¢) in cm %, wherec is the speed of light.) The consensus because of MPWB1K'’s better performance on broader test

values of these four quantities are listed in Table 1, and they S€tS: s shown in Tables 6 and 12 of ref 42. In any event,
may be more accurate than the available experiméntal the difference in the zero-point-inclusive barrier heights
values. evaluated at the saddle point for these two methods of

All of the levels discussed so far are more expensive than calculating the syrface is only 0.17 kcal/mol. The values of
the DFT levels (given in the next sentence) that we the four energetic parameters calculated_ at the MPWB1K/
considered for direct dynamics, and they only serve as DIDZ level are listed in Table 2 for reactions R1, R5, and
benchmark calculations. The three DFT methods given in R7.

Table 1, namely, MPW1R’ BB1K,*® and MPWB1K%? have The geometries of the transition states of reactions R1,
previously been optimized for kinetics. In each, they have R5, and R7 obtained at the MPWB1K/G-8G(d,p) level
been applied with two basis sets: an augmented polarizedare displayed in Figure 1. The transition state for reaction
triple-C basis set, MG3% and an augmented polarized RL1 is the only one of the three in which the hydrogen and
double basis set, 6-31G(d,p)** also called DIDZ. Table  carbon atoms directly involved in the abstraction are col-
1 indicates that the MPW1K/MG3S, MPWB1K/DIDZ, and linear. From the energetic point of view, reactions R5 and
MPW1K/DIDZ results are all reasonably accurate for this R7p are similar, and this is also reflected in the-I&
reaction. Although MPW1K is slightly closer to the experi- distances of the abstracted hydrogen, which are also similar.
mental value (which is very approximate) and the high-level Reaction R7s is the one with the lowest barrier and is the
calculations, we chose MPWB1K/6-35(d,p) for use in most exothermic, and in keeping with Hammond'’s postu-
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late® the transition state is closer to the reactants than it is mode,Q"°(T,s) is the harmonic oscillator partition function

for the other transition states. of this mode, given by
3. Dynamics Calculations Q0 (T = exp[-hor 4(5)/2kT] (5)
All dynamics calculations were performed by VTST/ PRV 1 — expl-hop_(9)/kgT]

MT.®2223This theory minimizes the error due to recrossing ) N ) )
trajectories by locating the transition-state dividing sur- andQ™(T.s) is the free rotor partition function given by
face’®4”orthogonal to the MEP at a positisralong the MEP 27 1(9) kg T]™2

at which the flux through this surface is minimum, where QR (Ty)=—"F—— (6)
is the arc length along the MEP measured from the saddle hog_;

point. For assigning numerical values ®fall coordinates
are scaled to a reduced mass of 1 amu. The set of dividing
surfaces over which the flux is minimized is known as the
set of generalized transition sta?®® (GTs). When the flux

is minimized for a canonical ensemble, we obtain canonica
variational theory (CVT), in which the thermal rate constant,
KEVT(T), at temperatur@ is the minimum of the generalized
transition-state theory rate constakit/(T,s), as a function

whereoe_; is the symmetry number for internal rotation (3
for all reactions studied here) am) the reduced moment
of inertia of the two counter rotating tops. We use the
Imethod8 (called CW, where C denotes “curvilinear”) in
which I(s) is obtained from a curvilinear-coordinate descrip-
tion* of the torsion andV, which is the barrier for internal
rotation, is obtained from electronic structure calculations
in which the other degrees of freedom are relaxed while the

of s, that is, : . . .
internal rotation angle is scanned. The frequeiagy,,(s) is
KVT(T) = mink®T(T,9) = obtained from the equation
S
2
kBT QGT(T,SE:VT) Wp_1 = [WF*l/ZI (S)]l Op_1 (7)
T aRm expl-Vyes(s™ ks T] (2)
M Because the barrier is very small for these reactions, the

whereks is the Boltzmann'’s constarit,is Planck’s constant partition function for modé& — 1 is close to the free-internal-

o is the symmetry factor that accounts for the reaction path "otor limit. _
multiplicity, V7 is the value of at which the generalized Tunneling is incorporated into the rate constant by a

transition-state theory rate constant is a minimum ground-state transmission coefficiéfi;?*“VT'%(T), so the

Vueo(SVT) s the value of the MEP potential af"”, " final thermal rate constant is given by

GT CVTy . . .
QCVT(T,& ) R|s the internal quantum parUpon functpn at kCVT’”OMT(T) =/<CVT’G(T) kCVT(T) ®)
s, and ®R(T) is the product of the relative translational
partition function per unit volume and the internal quantum Depending on the approximation used in the evaluation of
mechanical partition functions of reactants. BQR" and the ground-state tunneling probability2®(E), different
QR are calculated without overall-rotational symmetry num- transmission coefficients for tunneling are obtained. As
bers, since symmetry is in thefactor. The internal partition ~ mentioned in the Introduction, a reliable method to evaluate
functions are products of the electronic, rotational, and tunneling effects is the microcanonical optimized multi-
vibrational partition functions, and their zero of energy is at dimensional tunneling transmission facté"«OMT(T), for
the minimum of the potential, not at the zero-point level. which the probability is obtained as
The rotational partition function is approximated as classical,
. . . SCT,

and the vibrational one is a product of separable-mode OMT 1y _ P> (B)

g P (E) =may | o 9)
contributions: P=(B)

i whereE is the tunneling energy anBSC(E) and P-CT(E)
(M9 = [ Qo™ @®) issi lt | i
vib\ 1 [l vib,m\ 11 are the transmission probabilities obtained by the centrifugal-
" dominant small-curvature semiclassical adiabatic ground state
whereF = 3N — 6 andN is the number of atoms. The (also called SCT) approximatidf® and the large curvature
partition functions for all the vibrational degrees of freedom approximation version 4 (LCG4, also called LCT) metfidd,
except the lowest-frequency mode are quantal harmonicrespectively. We will also briefly consider the zero-curvature
oscillators. For the reactions studied here, the lowest- tunneling®?*(ZCT) approximation, which may be considered
frequency mode (labeled below &— 1) corresponds to 0 be an approximation of SCT in which tunneling occurs
the 3-fold internal rotation of the methyl, ethyl, or propyl along the MEP. An important quantity in all these tunneling
group with respect to the GFgroup and is treated as a theories is the vibrationally adiabatic ground-state potential
hindered rotor. Specifically, the following function is curve given by
used: F1
1
V2(9) = Vyee(9) + - 2 @nld (10)
2 #=

hwe_(s)
or1(T9) = QE%(T) tanr{TQERl(T,s) @)
where wn(S) are the generalized-normal-mode vibrational
where we-1(s) is the frequency of the internal rotational frequencie®¥?3at the point that is a distansalong the MEP.
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The maximum value o¥S(s) is VA(s), and the quantity One way of reducing the computational cost is to calculate
AVE* discussed above ¥S(s = 0) minusVe(s = —). single-point energies at selected points along the straight-
The LCT probabilities are evaluated along straight-line line path at each tunneling energy. The calculated points are
paths connecting a classical turning point of the vibrationally fitted to a one-dimensional spline under tension with a
adiabatic ground-state potential curve on the reactant sidesubsequent reduction in computer time. This procediise
(% < 0) to a classical turning point of a vibrational potential called one-dimensional spline interpolated large-curvature
in the product side¥ > 0). For ground-state-to-ground- tunneling (ILCT1D), and it produces converged transmission
state tunneling, at a given tunneling eneBgy, both turning coefficients with a mean signed percentage error smaller than
points satisfy 4% with only nine calculated points at each tunneling energy.
Another possibility is not only to interpolate in the progress
VeE)=E,, =0, (11) variable& at each tunneling enerds, but also to interpolate
in Ewn. This two-dimensional interpolation method is pre-
sented in the rest of this paragraph and is based on a two-
dimensional spline under tension. We called it the ILCT(2D)
algorithm. The procedure is as follows: (i) Ah x N two-
| dimensional grid is defined in terms of the tunneling energies
Ei (with i = 1, ...,M) at which tunneling is to be evaluated
and the pointg; (with j = 1, ...,N) to be calculated at each
. 3 of the specified tunneling energies siriexo, andx; in eq
X(&:8) =X+ E_(Xl — Xo) (12) 12 are functions oE;. A general point on a straight-line path
P has coordinates, &) and is related to a unique geometry
given by eq 12 for each tunneling energy (ii) The next
step is to calculate the potential for the generic polht (
&). If the point is in the adiabatic region, the energy is
calculated by a quadratic expansion from the information
d along the MEP, and so no additional computer time is
needed; if the point is in the nonadiabatic region, the classical
r potential has to be calculated explicitly. It should be noted
that a preliminary search is needed in order to know the
boundaries between the adiabatic and the nonadiabatic
regions. (jii) The initial grid with pointsk;, &) is transformed
in a square grid with pointsE, &) by performing the
following scaling:

These points correspond to geometries Xwep(S) andx,

= xvep(31), Wherex is a IN-dimensional vector specifying
the geometry in mass-scaled Cartesian coordirftalso
called isoinertial coordinates, and the geometries in isoinertia
coordinates along the straight-line tunneling path are

whereé is a progress variable along the tunneling path. The
length of the tunneling path 5 = |x; — Xo|. With these
definitions, a given tunneling path is specified %y and a
given point along the straight path is specified%yndé.
At a total energ\E, there are contributions from all allowe
values ofEy, with Eyn < E. A value of By, is not allowed
if it is below the zero-point level of either the reactants o
products.

In the LCT method, one uses a harmonic approximation
to build the effective potential along the straight-line path
from the information along the MEP at those points along
the tunneling path where (i) all the generalized normal mode
coordinates are within their vibrational turning points and = g
(ii) the geometryx(%,&) lies within the single-valued region andg; = o (13)
of the reaction-path coordinates. If one of the above "
conditions is not obeyed, the straight-line path is consideredwhere Enin is the lowest tunneling energy at which the
to be in the nonadiabatic region and extrapolation from the particle can tunnel,Eqax is the maximumvg\G of the
MEP is not possible; instead, one evaluates a nonadiabaticvibrationally adiabatic potential curve, adg; is the length
effective potential on the basis of the actual potential at a of the tunneling path at the given tunneling enekgyThis
given point of the path and on the contributions of vibra- grid is fitted to a two-dimensional spline under tension. [See
tionally adiabatic modes at the adiabatitonadiabatic Figure 2, where the point correspondingHEg.x becomes a
boundarieg>2°For a given tunneling path, the nonadiabatic line when the region from (0, 0) t&(,, Ei.) is mapped
region corresponds to an inten&l< & < &, with & and onto a unit square.] (iv) The effective potentials in the swath
&y being the boundaries of the adiabatic regions on the are then obtained from the fit.
reactant and product sides, respectively. The two adiabatic In LCT tunneling calculations by the LCG4 algorithm (or
regions, one corresponding to the reactant valley and one toany of the earlier large-curvature algorithms), the tunneling
the product valley, are delimited by the intervals & < § calculation is always carried out in the exoergic direction
and &, < & < &. The LCG4 transmission coefficients (as determined for the ground-state-to-ground-state process
involve an additional condition; that is, the extrapolated at 0 K), and transmission coefficients for the other direction
vibrationally adiabatic potential obtained from the MEP are obtained by detailed balance. Tunneling is initiated in
information should be larger than the calculated nonadiabaticthe ground state of the reactants (in the exoergic direction)
effective potential. The vibrationally adiabatic potential is but into a series of ground and excited states of the product
obtained from information on the MEP, but the evaluation (even for thermoneutral regions). The four steps of the
of the nonadiabatic effective potential involves single-point previous paragraph are repeated for each of the directly
calculations along each tunneling path. The large numbercoupled (diabatic) vibrationally excited final states. If only
of single-point energies required (usually more than 1000) the ground-state product is requested or if the final vibra-
make the evaluation of LCT transmission coefficients time- tionally excited states to which the tunneling is directly
consuming. coupled are not open, the loop is carried out just once.

E — Enin

E i Emn
I Emax_ Emin
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Energy
(kcal/mol)

>l
+

JAG.

Reactant side Product side

Figure 2. Unit-square potential energy surface evaluated by
the ILCT(2D) algorithm using a 9 x 11 grid. The lowest
tunneling energy included is 31.11 kcal/mol, and the largest
tunneling energy included is 41.73 kcal/mol, which is the
maximum of the vibrationally adiabatic ground-state potential
curve.

Table 3. Comparison between the Full LCG4 Calculation
and Several ILCT(2D) Calculations with m x n Grids of the
LCG4 Transmission Coefficients for Reaction CgHg + CH3
— CgHs + CH4 Using the J1 Potential Energy Surface

TImx n full 9x11 7x9 5x9 3x5
200 92.1 92.1 88.9 99.3 71.7

250 26.1 26.1 26.1 24.6 215

300 12.2 12.2 12.3 10.9 10.3

400 5.07 5.06 5.17 4.50 4.47
500 3.13 3.13 3.20 2.82 2.84
600 2.33 2.33 2.37 2.13 2.16
points? 4834 221 205 192 174

2 This row lists the number of points in the nonadiabatic region
that need to be evaluated to obtain the transmission coefficients.

Having obtained the«OMT transmission probabilityp®
as a function ok, the transmission coefficient is calculated

by
00 —ElksT G
Soeom® O PUE) dE

kT exp[—Va(s™ ) /kgT]

The energy at which the integrand of the integral in the
numerator of this integral has a maximum is called the
representative tunneling energy.

To check the accuracy of the ILCT(2D) algorithm, full
calculations of the LCT transmission coefficients were carried
out, first, for the GHg + CH; — CsHs + CH, reaction using
the J1 potential energy surface of the H CH; — H +
CH, reaction but with a fictitious mass of 77 amu (mass of
CeHs) for the donor atom. This reaction is used to show the
performance of the ILCT(2D) algorithm when tunneling

VT
(VTR —

(14)

Fernandez-Ramos and Truhlar

Table 4. LCT Transmission Coefficients for the R2
Reaction Obtained by Using a Grid of 80 x 180 Points
(Full-LCT) and the ILCT(2D) Algorithm with a 9 x 11 Grid

T(K) full LCT ILCT(2D)
200 75.6 75.9
300 6.82 6.83
400 2.98 2.98
500 2.02 2.02
600 1.63 1.63
700 1.44 1.44

The ILCT(2D) algorithm is implemented in the program
POLYRATE 9.3.13' All dynamics calculations were carried
out with the program GAUSSRATE 9% which was used
to provide an interface between GAUSSIAN®3and
POLYRATE 9.3.1.

4. Dynamics Details

All available experimental measurements of the thermal rate
constants of the hydrogen abstraction reactionsR8 are
relative to the high-pressure limit of the radical recombination
rate constant for the reaction 2€+ C,Fs. To do a direct
comparison of our calculated rate constants with those of
the experiment, it is necessary to know this rate constant,
calledk ... Here, we use the value inferred previouliy,
particular,k . = 3.9 x 107! (cm® molecule’) exp[—1.36
(kcal/mol)RT].

All dynamics calculations were carried out at the MPWB1K/
DIDZ level. To carry out the VTST/MT calculations using
HOMT transmission coefficients for tunneling, information
about the potential is needed along the MEP and in the
reaction swath. The MEP was followed using the Page
Mclver algorithn?* with a step size of 0.01pand a scaling
massu = 1 amu; Hessian calculations were saved every nine
steps. The dividing surface was defined in terms of redundant
internal coordinate®. All frequencies were scaled by a
factor® of 0.9537. The reaction swath was covered by 80
straight-line paths starting and ending at the classical turning
points that obey eq 11. The evaluation of the LCT tunneling
probabilities for each path (or tunneling energy) required 180
single-point energy calculations to characterize the potential.
Since the integral over total enef§yvas carried out by 80-
point quadrature, this procedure requires 14 400 single-point
calculations for the evaluation of ground-state LCT tunneling
probabilities. In addition, for any final vibrational excited-
state included, a new set of 14 400 points is needed. As
explained above, each set of 14 400 points was obtained by
interpolation from a 99-point grid.

The grid for the 2D spline-under-tension calculation on
R2 is plotted in Figure 2. For both the full-LCT and the
ILCT(2D) methods, single-point calculations are needed only
at the boundaries and at points of the grid inside those

effects are larger. Results for this reaction are given in Table boundaries. The amount of time that is saved using
3, which shows that excellent performance is obtained when ILCT(2D) with respect to full-LCT for reactions R2, R5,

a grid of 99 points is used (11 points along the straight-line
tunneling path for tunneling paths corresponding to nine
different tunneling energies, witf) andE; given by eq 13).

and R7 is indicated in Table 5. A full-LCT calculation
involves 30 times more computer time than the ILCT(2D)
calculation but gives similar results. Hereafter, for all

Similar tests were carried out for reaction R2, and again, 99 reactions, the LCT transmission coefficients were obtained

points suffice, as shown in Table 4.

with the ILCT(2D) algorithm.
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Table 5. Number of Single-Point Calculations and 50
Computer Time Required for the Evaluation of the LCT
Transmission Coefficients by Full Calculation (First Two
Numerical Rows) and by the ILCT(2D) Procedure (Third
and Fourth Numerical Rows) for Reactions R2, R5, and R7

R2 R5 R7
full-LCT 2
number of points 3370 1827 920 §
computer time? (s) 566 160 678 163 444 960 E
ILCT(2D) g’
number of points 113 70 69 >“
computer time? (s) 18 984 25830 33672

2 Calculations carried out on a 3 GHz Pentium 4 PC.

Table 6. Barrier We—; and Frequency (Obtained from eq
8) wr—1, Both in cm~1, for the Internal Rotation around the
C—C Axis at the Transition State for Reactions R1—R8

Wes o I S NI
R1 10.4 22.2 R7s 38.1 12.4 s (ay)
R2 10.4 16.0 R7p1 16.5 10.8 . . . . . . )

Figure 3. Vibrational adiabatic potential for reactions R1—
R3 10.4 17.5 R7p2 54.2 14.3 Rf P
R4 10.4 16.0 R8s 38.1 11.4 '
R5 23.8 14.0 R8p1l 16.5 9.4 . .

The symmetry number of the reaction, which was alread

R6 23.8 12.2 R8p2 54.2 13.3 Y y y

introduced in eq 2, is given by the product of the symmetry
number of reactants divided by the symmetry number of the
5. Calculations, Results, and Discussion transition state. Since(CFs) = 3, o(CHs) = 12, o(CDsH)
Internal Rotation. The transition state obtained by MPWB1k/ — 3 o(TS of R1, R2, and R4y 3, ando(TS of R3)= 1,
DIDZ for reactions RtR4 haveC; symmetry, and the the symmetry numbers for rgacuons R1, R2, R3, and R4
fluorine atoms of the CFgroup and the H atoms of the GH @€ 12, 3, 9, and 12, respectively.
group are in a nearly trans conformation with a FCCH If the internal rotation were treated as a harmonic vibration,
dihedral ang|e of 178.0 degrees (see Figure ]_) The interna|the absolute rate constants for R1 would be 2.66 and 3.94
rotation of CH with respect to the Gfgroup is almost free  times larger, at temperatures of 300 and 700 K, respectively,
and has a rotational barrier of only 10.4 ¢niThe frequency ~ than those obtained if eq 4 is used. This shows, in agreement
of internal rotation was calculated from eq 7. The reduced With ref 9, that anharmonicity is significant.
moment of inertia is calculated using the CW motiedll It would be expected that tunneling is more important for
frequencies for internal rotation for reactions-R%8 were reactions R1 and R2 than for reactions R3 and R4, because
also calculated by this procedure, and the results are showre. hydrogen atom is transferred for the first two reactions
in Table 6. whereas, for the latter, the transferred atom is a deuterium,
The hindered rotor partition functions for ¢f CH, are which is heavier. The vibrationally adiabatic ground-state
10% less than the free rotor value at 300 K and 5% less potential energy curves for these four reactions are plotted
than the free rotor value at 700 K. For propane, these in Figure 3. A parameter that is sometimes used to indicate
percentages range from 8 to 21% at 300 K ardl@% at the importance of tunneling is the imaginary frequency at

700 K, depending on the conformation. the saddle point; a larger imaginary frequency indicates a
5.1. Ck + Methane. Dynamics.The MEPSs for reactions  narrower barrier along the MEP or a lighter tunneling mass.
R1—R4 were calculated in the interval= —6.5 to 3.5 a. The imaginary frequency is larger for reactions R1 and R2,

The vibrationally adiabatic ground-state potential energy with values of 1697i cm! and 1685i cm?, respectively, than
curves for reactions R4R4 are plotted in Figure 3. None for reactions R3 and R4, which have values of 1247itm

of the four reactions has a variational effect (i.e., the and 1243i cm?, respectively. A more quantitative assessment
variational transition state passes through the saddle point),of tunneling requires multidimensional methods that incor-
and therefore, the CVT rate constants for these four reactionsporate the coupling between the reaction coordinate and the
are equal to those obtained by conventional transition-state3N — 7 orthogonal normal modes, that is, coupling to modes

theory (TST); that is, eq 8 reduces to transverse to (perpendicular to) the reaction coordinate.
Tunneling was evaluated by both the SCT and LCT ap-
K"STHOMT(T) = KTSTS(T) K"ST(T) (15) proximations to obtain theOMT transmission coefficients,

and calculations with the ZCT approximation were carried
To obtaink™T(T), only information at the stationary points out for comparison. The ZCT, SCT, LCT, andOMT
(reactants and transition state) is needed. However, themultidimensional transmission coefficients are listed in Table
evaluation of the transmission coefficient requires informa- 7. The ZCT, SCT, and LCT approximations all include
tion along the MEP and in the swath. multidimensional effects, but to different extents. The ZCT
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Table 7. Tunneling Transmission Coefficients for CF3+CH, —» CF3H+CH;
Reactions R1—R4 Obtained by Multidimensional Tunneling Y -
. . -16.5 N This work =====---
Approximations ‘?@. Ayscoughetal. 0O
" ichael and Johnst, "
reaction  T(K)  ZCT scT LCT {OMT \Fgarm‘c actand dohnston
N O
R1 200 13.8 101 319 329 ~ 17 &
300 3.57 9.18 9.60 11.0 :m ‘\q
400 2.12 3.69 3.42 3.92 ‘o
500 1.64 2.37 2.18 2.43 g 175 + q‘?m
600 1.42 1.84 1.71 1.87 = g
700 1.30 1.57 1.49 1.59 F L
R2 200 105 62.7 75.6 84.0 E sl 3
300 3.14 7.40 6.83 7.90 2 \ B
400 1.97 3.27 2.98 3.36 %0 .
500 1.56 2.18 2.02 2.22 - W
-18.5 X
600 1.37 1.74 1.63 1.76 “m
700 1.26 151 1.44 1.52 -
R3 200 13.8 72.3 61.9 85.4 ‘\,
-19 Il N 1 N 1 . 1 N 1 N -
300 3.31 6.52 4.60 6.68 18 2 922 24 926 28 3
400 1.97 2.85 2.22 2.86 1000/T (1/K)
500 1.55 1.95 1.64 1.95 ] _ _
600 1.36 159 1.41 1.59 Figure 4. Arrhenius plot for reaction R1.
700 1.25 1.40 1.28 1.40 CF4+CD3H — CF,H+CDy
R4 200 13.1 65.3 58.0 79.4 16
N, This work ======--
300 3.23 6.29 4.49 6.47 ‘\ Sharp and Johnston o]
400 1.95 2.80 2.20 2.82 165
500 1.54 1.93 1.63 1.93 -]
600 1.35 1.58 1.40 1.58 ~ r
700 1.25 1.40 1.28 1.40 B ‘E
"o 175 \
approximation includes coupling of the reaction coordinate % -18 | "]
to orthogonal degrees of freedom in that it includes she g ||
.. . . o -185 F N,
variation of the generalized normal-mode frequencies g ]
om(S), but it does not include corner cutting. The SCT ﬁ 1L
approximation includes the variation of wn(s) plus the By ]
small-curvature limit of corner cutting. Note that tlse = 195 | q
variation of wy(s) results from coupling in the potential
energy, and corner cutting results from coupling in the kinetic 20 | @
energy. The LCT approximation also includes both of these s05 L . . g
couplings, and furthermore, it allows for extreme corner s 2 25 3
cutting. 1000/T (1/K)

For reactions R1 and R2, th®OMT transmission coef-
ficients are larger than the SCT transmission coefficients at

low temperatures, and this results from exireme corner- excited vibrational states, which is allowed only in the LCT
cutting contributions at low tunneling energies. For reactions gpproximation. However, in these cases, such contributions
R3 and R4, the SCT andOMT transmission coefficients  que to excited vibrational states are negligible.
are similar, indicating a tunneling path closer to the MEP. It The thermal rate constants for reactions-RY are plotted
is clear from these results that although the LCT paths may in Figures 4-7 and are given in tables in the Supporting
be unimportant for deuterium transfer and for hydrogen |nformation. The calculated TSTOMT thermal rate con-
transfer at high temperatures (for the reactions under discus-tants are in good agreement with the experimental values
sion here), they play an important role for hydrogen transfer for reactions R1, R2, and R4, but the calculated values for
at low temperatures. The consequence is that, for systemseaction R3 are much too high.
of this type, a tunneling evaluation based exclusively onthe  Tg ynderstand the KIEs better, we factored them as
SCT transmission coefficients may underestimate the thermalfo|lows. We denote the calculated KIE gs and we first
rate for hydrogen transfer and, therefore, may lead to a wrongfactor this, on the basis of eq 14, into tunneling and
kinetic isotope effect (KIE). Neglecting corner cutting gverbarrier contributions:
completely, as in the ZCT approximation, leads to even larger
errors, with the largest error being more than a factor of 3 N = NudllTsT (16)
at 300 K and an order of magnitude at 200 K.

Another important aspect to consider is the contribution One should note here, in justifying the subscript “tun”, that
to the rate constants due to tunneling directly into final the transmission coefficients include both tunneling and

Figure 5. Arrhenius plot for reaction R2.
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CF3+CDgH - CF3D+CDyH Table 8. Factors in the KIEs
1 | “\ This work =====-- T (K) Ttun Tvib 7 U Texp
\, h h o
165 L g‘ Sharp and Johnston R1/R44
E 300 1.71 1.82 5.77 9.83 n.a.b
17 400 1.39 1.22 3.89 5.40 6.2¢
:m 500 1.26 0.96 3.02 3.80 6.0°
'% 175 B, 700 1.14 0.71 2.25 2.56 n.a
& sl R2/R34
p— A Y
g @, 300 1.18 4.22 4.39 5.18 n.a.
g 185 400 1.17 3.06 3.18 3.72 8.5¢
§ = 500 111 25 2.61 2.98 5.0¢
% 19 o, 700 1.09 1.98 2.06 2.25 n.a
L ‘\ 2 pyans = 1.31; ot = 2.42. P n.a. denotes not available. ¢ Interpo-
195 | E‘\ lated from ref 31. @ yans = 1.00; 1ot = 1.04. € Interpolated from ref
29.
20 - (oI
. CF4+HCDg —» CF3H+CDy
20.5 1 L 1 N 1 N :\
15 2 2.5 3 m This work
1000/T (1/K) Liu et al. ==r=-e--
Figure 6. Arrhenius plot for reaction R3.
CF3+CD4 - CF5D+CD;
-16.5 - This work =------- %
\ Carmichael and Johnston O g
\ £
A ®
AT N =
—_ o™ <]
i Ay
B >
:2 -175 E‘\‘
a %\
% 18 \‘E'
i
g RS
o ‘\\
g -18.5 - AN 30 1 ] 1 1 1
o \BL -3 -2 -1 0 1 2 3
5 N
= \ s (ap)
-19 | @
AN Figure 8. Comparison of vibrationally adiabatic ground-state
195 F potential curves obtained in this work and that of Liu et al.?®
‘ 1 I I 1 g \‘\ I
18 2 922 924 926 28 3 There are some important differences between the present
1000/T (1/K) results and those in the previSu€FR; paper. The first

difference is that no variational effects are observed in the
present work, and the second is that the contribution due to

nonclassical reflectior®*and so technically, they include tunneling is much smaller. Figure 8 shows a comparison
both these quantum effects on the reaction-coordinate motion,petween the present and previous calculations of the vibra-
but we usually simply discuss the net effect and call it tionally adiabatic ground-state potential curve. The MPWB1K
tunneling, which is usually the dominant of the two effects. and MPW1K levels of calculation lead to imaginary frequen-
The result obtained with classical reaction-coordinate motion cies of 1697i and 1694i cm, respectively, whereas the
and quantized vibrations is also called the quasiclassical (QC)Previous AM1-SRP2 calculations led to an imaginary
contribution; for the four reactions RIR4, this isyrst. We ~ frequency of 2113i cmt, indicating that the effective

factor this into translational, rotational, and vibrational potential along the MEP is thinner. An additional factor
contributions: contributing to the narrower vibrationally adiabatic ground-

state potential curve in the previous calculation is that it was
obtained in Cartesian coordinates, which usually yields an
artificially narrow effective potential as compared to that
Note thatyyansandy;o are independent of temperature. Table obtained in the more physically redundant internal coordi-
8 shows the factors fop = kri/krs and forn = kro/krs. nates. The present effective potential would be expected to
(Results at more temperatures are in the Supporting Informa-be more realistic not only because of the more physical
tion.) Theory predicts KIEs a little smaller than the experi- coordinate system but also because density functionals with
mental values. It is not clear if this presents a challenge for one parameter optimized for kinetics are generally more
theory or if it indicates inaccuracies in the experiment. reliable than AM1 for hydrogen atom transfer reactiéts.

Figure 7. Arrhenius plot for reaction R4.

C _ —
77Q = N1st = NwandlrotIvib (17)



1072 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Fernaadez-Ramos and Truhlar

This work Liu et al.
Energy
(Kcal/mol)

7B

_Reactant side

7B

74

™
in
—

Product side

7.2- Reactant side Product side

Straight-line path

7+
68|

BB [~

BEBEEREEEE0LRE

g4

6.2

TS sF ®

— P L |
75 3 ; : 58

Distance from the transferred H

to the center of mass of CD; (a,)

®

MEP

% TS

Distance of the center of mass of CF,
to the center of mass of CD;H (a,)

PN IR PRI NI RN AT I P W i
24 26 28 3 32 34 36 38 4

Figure 9. Plot of the effective potential for ground-state tunneling along the MEP and in the reaction “swath” in mass-scaled
pseudo-Jacobian coordinates for reaction R2. The effective potential equals the vibrationally adiabatic ground-state potential in
the adiabatic region. The left-side contours were obtained in the present work at the MPWB1K/6-31+G(d,p) level, and the
lowest tunneling energy included is 31.11 kcal/mol. The right-side contours are those obtained using the AM1-SRP2 method
described by Liu et al.,2® and the lowest tunneling energy included is 32.11 kcal/mol. In both cases, the location of the TS is
marked with a black square.

Table 11. Representative Tunneling Energies (in kcal/
mol) for Reaction R2

Table 9. Imaginary Frequency, o* (in cm™1), and
Energetic Parameters (in kcal/mol) for Reaction R2

Calculated at the AM1-SRP2 and MPWB1K/DIDZ Levels Liu et al. this work
AMI-SRP2 MPWBI1K reaction T(K) SCT LCT uOMT SCT LCT uOMT
v 14.63 14.39 R2 3678 40.1 387 387 405 408 408
AEth _12'4713 12'32 6268 415 402 415 408 40.8 408
AV ‘ ‘ aRef 9.
AHo -1.19 —-0.85
w* 2113i 1697i Table 12. KIEs and Their Factors for Reactions R2 and
R3
Table 10. Transmission Coefficients for Reactions R2 and Liu et al.® this work
R3
T (K) 7tun VR n Mtun 7¢ i
Liu et al.2 this work®
367.8 2.3 4.0 9.1 1.18 3.48 4.11
reaction T (K) SCT LCT uOMT SCT LCT uOMT 626.8 1.5 2.0 3.0 1.10 2922 244
R2 3678 80 17.0 180 3.98 362 4.13
6268 22 26 27 166 157 168 The consequences of these differences are shown in Table
R3 3678 4.0 6.7 78346 261 349 12; the present calculations predict much smaller KIEs
626.8 1.8 1.7 1.8 153 136 153 ’ P P )

The differences of the transmission coefficients from the
two calculations that are compared in Table 12 are not due
Nevertheless, one cannot discount the possibility that the entirely to the differences in the potential energy surfaces.
MPWB1K/DIDZ method overestimates the width of the Another source of difference is that ref 9 used the LCG3
barrier (and that such an overestimate adversely affects theapproximation for the LCT transmission probabilities, whereas
agreement with experimental results). The surface propertiesthe present article used the LCG4 approximation. Repeating
are further compared in Table 9. Figure 9 compares thethe AM1-SRP2 calculations with LCG4 lowers the LCT
effective potentials in the swath. Note that for both cases transmission coefficients for R2 to 11.7 and 2.4 at 367.8 and
shown in the figure, the lowest energy shown is the lowest 626.8 K. The results with LCG4 are closer to the present
energy actually used in the calculations, and the tunneling results for R2, but there is less difference between LCG3
probability is negligible at this energy. In the MPWB1K case, and LCG4 for R3. We conclude that both the potential energy
V’;G is 41.73 kcal/mol, and the lowest energy considered is surface and the tunneling approximation contribute to the
10.62 kcal/mol below this. In the AM1-SRP2 cas&® is differences of ref 9 from the present work.

42.65 kcal/mol, and the lowest tunneling energy considered 5.2. CK; + Ethane. As in the case of reactions RR4,
is 10.54 kcal/mol below this. Tables 10 and 11 compare the reactions R5 and R6 do not show variational effects, and
representative tunneling energies and transmission coef-the final variational transition-state theory rate constant is
ficients for the two sets of calculations; tunneling is given by eq 15. The symmetry numbers a(€F;) = 3,
significant down to lower energies in the previous study. ¢(C;He) = 6, 0(C:Dg) = 6, ando(TS of R5 and R6)= 1.

a AM1-SRP2.° ® MPWBI1K/DIDZ.
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65 = CF3+CoH = CFyH+C,Hy
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Figure 10. Vibrational adiabatic potential for reactions R5 Figure 11. Arrhenius plot for reaction R5. The gray area
and R6. indicates the standard deviation reported by Arican and
o Arthur.32
Table 13. SCT, LCT, and xOMT Transmission Factors, «,
for the H and D Abstraction by CF3 of H(D) Atoms of
Ethane where
R5 R6
CVT 1 — ~GT/T LCVT
T (K) «SCT KCT [HOMT «SCT KCT [HOMT A () =Qu (T.s™) exp[~AVyep(9)] (19)
300 3.18 2.19 3.20 3.24 2.34 3.27 . GT cVT . .
400 191 1.47 1.91 195 157 1,95 with Q,, (T,s”" ') being evaluated at the absolute maximum
500 151 1.26 151 154 1.33 1.54 of the free energy (which in this case coincides vtk 0,
600 133 117 1.33 135 121 1.35 because there is no variational effecf}** (T) is evaluated
700 123 112 1.23 125 115 1.25 at the second highest maximum in the free energy, and

min

g, (T) is evaluated at the lowest minimum between the

. _ _ two maxima. The resulting©USkOMT rate constant is given
The lowest-frequency mode, as in the previous case, is treatecby

by the CW approximation, which decreases the rate constant,

as compared to a harmonic calculation, by a factor of 1.9 at KCUSHOMT () — [CUS(Ty CVTHOMT (20)

T = 300 K and a factor of 2.7 & = 700 K. The imaginary

frequencies for reactions R5 and R6 are 1618i tind For instance, all = 300 K, the highest maximum in the
1190i cnt*, respectively. The classical barrier height for this  free energy is located a= 0, where the generalized free
reaction is lower than that for the reaction of LQOWith energy of activatiof# 2 is 45.14 kcal/mol, and the second
methane (see Table 2), and the fractional contribution due |argest maximum is & = —0.37 a where it is 44.77 kcal/

to tunneling is smaller, although the reaction still proceeds mo|, whereas the minimum is locatedsat —0.25 a, where
mainly by tunneling. In particular, the SCT and LCT4 the generalized free energy of activation is 44.50 kcal/mol.
transmission coefficients for reaction R5 at 300 K are 3.17 From these data, one obtaiRsus(T = 300 K) = 0.83. The
and 2.18, respectively. TheOMT transmission coefficient  yalue ofReys becomes unity at temperatures above 510 K.

at this temperature is 3.20, indicating that tunneling is well- Reaction R6 has only one bottleneck, which is a0, and
represented by the SCT approximation in the range of therefore, in this case,

temperatures studied. Table 13 shows that the tunneling is

mainly of the small-curvature type at 40@00 K as well. kCUS&»OMT(T) — kCVT/uOMT(T) — kTST/uOMT(T) (21)
Figure 10 shows that the vibrationally adiabatic potential
has two similar maxima, one at= —0.40 and one a$ = The rate constants are plotted in Figure 11 and tabulated in

0 &. This indicates that the reaction has two bottlenecks andthe Supporting Information.

that both of them should be taken into account in the The TST KIEsy, were factored using egs 16 and 17. More
evaluation of the thermal rate constants. The canonical generally,

unified statistical theoR?%8 transmission coefficienf'cys

incorporates this second bottleneck and is given by 1= Nyandlies i Mall"" uon (22)

TUM) = [1+ a7 (MO — ae "(MER" M1 (18)  The productyuangyS1S" equalsyrsr, which is the KIE
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Table 14. Factorization of the KIE k(R5)/k(R6)

TST

CUs

T (K) it nTST Ui 7c 7tun 7

300 2.79 5.75 0.83 4.76 0.98 4.67
400 1.84 3.82 0.88 3.35 0.98 3.29
500 1.43 2.97 0.91 2.70 0.98 2.65
700 1.07 2.22 1.00 2.22 0.99 2.18

predicted by conventional TST. The KIE due to variational
effects,nvan is calculated as

ki (T) ko™'(T)
Mear = L ST 1 TST Ty (23)
ko' (T) k™ (T)
(Note thatz,' and ;' are not the full rotational and

vibrational effects; those would be obtained by also factoring

var INtO contributions from vibrational and rotational modes.)

The KIE due to the recrossing included in CUS theory is
IR

Ncus= F(D:US(T) (24)

The TST, variational, and CUS contributions may be
combined into a quasiclassical contribution such that

1% = Nrsilatls (25)

and

n= N> (26)

where the contribution due to quantum effects is included
as the ratio between theOMT transmission coefficients

OMT
iy (T)

0 “

77tun =

Fernandez-Ramos and Truhlar

E (kcal/mol)

0 " 1 " 1 " 1 " 1 " 1 " " 1
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Figure 12. Potential for internal rotation at the TS for reaction
R7p.

In the case of abstraction of a hydrogen of the two terminal
methyl groups, there are two possibilities: (a) the abstraction
of one of the two hydrogen atoms having a dihedral angle
¢ncee = 18C° (we label these hydrogen atoms ag lnd
the abstraction reaction as R7pl) and (b) the abstraction of
one of the four atoms having dihedral angles¢@tcc =
60° (two of them) andpyccc = —60°(the other two), and
we label these hydrogen atoms ag lnd the abstraction
reactions as R7p2. The TS for the hydrogen abstraction of
Hp1 has no symmetry, and therefore, the symmetry number
for this reaction is 6. The rotation around the terminal methy!l
group (see Figure 12) starting from this transition-state
structure indicates that there are another two transition states
at ¢cccc = 62°and —62°, respectively, which cannot be
superimposed and which are separated by a barrier of 2.51

These factors are given in Table 14, which shows that the kcalmol. These two transition states correspond to the H
temperature dependence of the KIE is dominated by the pyqyogen abstractions. Therefore, the symmetry number for

vibrations and that tunneling nearly cancels out in the KIE

the abstraction of the jd hydrogen abstractions is(CFs)

for RS versus R6. (Results for more temperatures are in the . ;(c,Hg) x mf(TSp) = 12, with i (TSp) = 2 because of

Supporting Information.)
5.3. CK; + Propane. For reactions R7 and R8, there are

the two isoenergetic optically active transition states. The
imaginary frequencies at the transition states are 1484i, 1630i,

two types of hydrogen/deuterium atoms that can be ab- 5n41619i cmt for R7s, R7p1, and R7p2, respectively, and

stracted: primary (from the terminal methyl groups) and

1099i, 1198i, and 1190i cm for R8s, R8pl, and R8p2,

secondary (from the central carbon atom). Thus, we make aegpectively. The total rate constant for the abstraction of a

distinction between the reactions

CF,; + HyC—CH,—CH, — CF,H + H,C—CH,—CH,
(R7p)

and

CF; + H,C—CH,—CH, — CF;H + H,C—CH—CH, (R7s)

hydrogen atom from propane by €€an be obtained as the
sum of all these contributions, that is,

ke T) = KrodT) + kR7pl(T) + kR7p2(T)

The vibrationally adiabatic ground-state potential curves
are plotted in Figure 13. As indicated in Table 2, the
abstraction of a secondary hydrogen has a barrier height

The transition states for the abstraction of a primary and about 2.5 kcal/mol lower than the abstraction of a primary

secondary hydrogen atom are shown in Figure 1.
Propane hasC,, symmetry; thereforeg(CsHg) = 2.
Furthermoreg(CR;) = 3, ando(TS of R7s)= 1, therefore,

hydrogen. Thus, the secondary hydrogen abstraction con-
tributes substantially more than the primary one, although
the latter contribution increases with temperature. As to the

the symmetry number for the abstraction of a secondary relative contribution of i and H, to the primary hydrogen

hydrogen, H, is 6.

abstraction thermal rate, the abstraction of; ik more
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Table 15. uOMT Transmission Coefficients and CUS/uOMT Thermal Rate Constants (in s™1) for H and D Abstraction from

the Primary (p1 and p2) and Secondary (s) H(D) Atoms of Propane by CFs.

T(K)  «knup Kt p1 KH,p2 Kt p2 KH,s Kus KD,p1 ko p1 KD,p2 ko p2 KD,s kos

300 273 6.25(-20) 295 359(—20) 2.89 1.82(—-18) 3.12 169(—20) 3.01 1.04(-20) 1.81 3.83(~19)
400 175 3.39(-18) 1.83 184(—18) 1.87 455-17) 192 123(-18) 187 7.18(-19) 140 1.44(-17)
500 143 4.63(-17) 147 242(-17) 151 3.74(-16) 152 2.02(-17) 150 1.13(-17) 1.24 1.53(—16)
600 128 3.02(-16) 131 153(-16) 1.34 1.70(-15) 134 150(-16) 1.33 816(-17) 1.16 8.25(—16)
700 120 126(—15) 122 624(-16) 124 540(-15) 124 6.87(-16) 123 3.64(-16) 1.12 3.31(~15)

favorable even when the barrier height and the vibrational the same two temperatures are 8.70 and 5.30, respectively.

adiabatic potential are very similar for the two cases. Figure 15 shows that the CUSDMT values overestimate
The vibrationally adiabatic potentials of reactions R7s, the importance of the abstraction of a secondary hydrogen

R8s, R7p1, R8pl, R7p2, and R8p2 present two maxima withversus the primary hydrogens as compared to the experi-

similar energies, and so CUS calculations are carried out. ment.

Some of these reactions also have variational effects. For

instance, variational effects are important in reactions R7s CF4+CyHg — CF3H+CyH;

and R7p2. e 5, this work -------
The transmission coefficients are listed in Table 15. The N,  Ayscough and Steacie ®

rate constants for reaction R7 are plotted in Figure 14 and s Arican et al, e

tabulated in Table 15 and the Supporting Information. _ _15_5'_

Although the series of reactions studied here was chosen (on e I

the basis of our previous results with an AM1 potential o .16 -

energy surface) to illustrate the new method for efficient 'g}

calculation of LCT contributions, with the implicit surface % -165 -

of the new direct dynamics calculations, the tunneling F

contributions to the rate constants are relatively small and E 7p

well accounted for the SCT approximation. Nevertheless, it 2

is important to have an efficient algorithm for LCT because ¥ A5 ¢

one does not know a priori which kind of tunneling - s

approximation will be more appropriate, and therefore, it is

advisable, when possible and in the absence of experience -18.5 -

on similar systems, to carry out both SCT and LCT I P I R R

calculations and to use theOMT approximation. 16 18 2 22 24 26 28 3 32 34
Arican et al*® also reported the ratio between the abstrac- 1000/T (1/K)
tion of a secondary and a primary hydrogen. They obtain a Figure 14. Arrhenius plot for reaction R7. The gray area

ratio kr7dkr7p Of 4.52 and 2.69 all = 400 and 500 K, indicates the standard deviation reported by Arican et al.3
respectively. The values obtained by CWSMT theory at

10 : 7
L this work =-------
90 IS Arican et al. s
8 4 ol <
80
- 6+ =%
g 75 5?
3 3
o 70 2 %M -
& < 4| .
O, e,
> 65 e
60 2 L |
55 ]
1 1 1 1 1 1 L 1 i 1
ol v v o 400 420 440 460 480 500 520 540
35 -3 25 2 -15 -1 -05 0 05 1 T (K)
s (ap) . . .
Figure 15. Ratio between the secondary and primary rate
Figure 13. Vibrationally adiabatic potential for reactions R7 constants. The gray area indicates the standard deviation

and R8. reported by Arican et al.3°
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Table 16. Factors in KIEs for Reactions R7s and R8s?

T (K) Mtun nIiﬁT nTsT Nvar nCYs 7 ¢ n
300 1.60 3.35 5.60 0.43 1.24 2.98 4.76
314.9 1.54 3.10 5.18 0.45 1.23 2.87 4.42
367.8 1.40 2.48 4.15 0.51 1.18 2.52 3.52
400 1.34 2.23 3.72 0.54 1.17 2.36 3.16
466.1 1.25 1.87 3.13 0.59 1.15 2.12 2.64
500 1.22 1.74 291 0.61 1.14 2.02 2.45
522.9 1.20 1.67 2.78 0.62 1.14 1.96 2.34
600 1.15 1.48 2.46 0.64 1.14 1.79 2.06
626.8 1.14 1.42 2.38 0.64 1.14 1.74 1.98
700 1.11 1.31 2.19 0.59 1.14 1.47 1.63
@ yans = 1.16 and 75’ = 1.44.
Table 17. Experimental and Theoretical (CUS/uOMT)
Arrhenius Parameters (in cm® molecule™® s~1 and in
kcal/mol) for Reactions R1—R5 and R7 Obtained in the
Experimental Range of Temperaturesa?
CUS/uOMT values experimental values
reaction log A Ea log A Ea T range
R1 —12.0 115 —12.1 11.0+ 0.5 395-524¢
-11.8 11.7 357.3—533.8¢
R2 —-12.4 11.8 —12.7 11.2+0.3 314.9-626.8¢
R3 —-12.1 12.7 —12.0 13.4+0.3 314.9-626.8¢
R4 —11.8 13.0 —12.6 12.8+2.1 379.4-560¢
R5 —-11.4 9.8 —12.1 8.2+ 0.5 353.5-489¢
—-11.9 8.6 +02 297.6-617"
R7 —-11.9 8.1 —12.1 7.2+£05 300—3929
—12.2 7.6+0.2 318-505"

2 CUS/uOMT reduces to CVT/uOMT when there is only one local
maximum in the free energy of activation profile and to TST/uOMT
when the single maximum occurs at the saddle point. ® The experi-
mentalists’ stated error bar is given when it is more than one in the
last digit. ¢ Ayscough et al.?’” 9 Carmichael and Johnston.3! € Sharp
and Johnston.2® fArican and Arthur.32 9 Ayscough and Steacie.?8
h Arican et al.%°

The KIEs for propane are dominated by the abstraction
of secondary hydrogens. The factorization for the secondary
abstraction is given in Table 16, which shows that quasi-
classical vibrational effects are more important than tunneling
and that variational effects lower the KIE by about a factor
of 2.

5.4. Arrhenius Parameters.The experimentalists fit their

results to an Arrhenius form
k= AexpE/RT) (28)

and for comparison, we made the same kind of fits to the
theoretical data. Table 17 shows good agreement in the
magnitudes of the Arrhenius parameters for reactions R1
R4; furthermore, theory and experiment agree that the
activation energye, is considerably smaller for R5 and R7
than for R:-R4, but the preexponential factédris almost
the same. The lowering of the activation energy follows
directly from the lower barrier heights in Table 2. It will be
interesting to confirm whether MPWB1K gets the substituent
effects wrong or whether the discrepancy is due to experi-
mental error.

Fernandez-Ramos and Truhlar

6. Concluding Remarks

Heavy-light—heavy bimolecular reactions are perhaps the
most difficult class of reactions for quantum mechanical
calculations of rate constants. We have presented a new,
efficient algorithm for LCT calculations, and we illustrate it
by straight direct dynamics calculations based on DFT for
reactions with five to seven heavy (nonhydrogenic) atoms.
This algorithm allowed us to do direct dynamical calculations
on a reaction with up to 7 heavy atoms and 15 total atoms
(45 degrees of freedom) with quantized generalized normal-
mode vibrational frequencies based on curvilinear coordi-
nates, torsional anharmonicity, and optimized multidimen-
sional tunneling. This allowed tests of implicit density
functional theory potential energy surfaces against the
experiment.
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Abstract: A Multi-Reference Configuration-Interaction study of the NaCgo System is presented.
It is shown that the experimentally measured dipole moment of this system can be explained
by the existence of a charge-transfer state of NatCgo~ nature. Moreover, the present work shows
that Configuration-Interaction techniques based on local orbitals permit a Multi-Reference
treatment of systems containing several tens of atoms.

The interaction of fullerenes with alkaline atoms deserved a large distance) and (2) a ioriE (doubly degenerated) state,
special attention in the past decddeln the case of sodium, Cgs~ + Na', which isattractive.

a state with a dipole moment of 16.3 D has been detected To treat all these states on an equal foot, a Multi-Reference
for the NaG, systenf:” Theoretical calculations predict a (MR) approach is strongly recommended. We used our
minimum for the sodium atom approaching one of the recently developed local CAS-SCF formalidtt3which is
hexagonal faces of the fullere® However, Unrestricted  able to concentrate the active space in the region of interest
Hartree-Fock (UHF) and Density-Functional Theory (DFT)  of a molecular system. According to our apprott,we
calculations give rather different values for the binding used aminimal active space at the CAS-SCF level, while
energyD: the system is virtually unbounded at the UHF the effect of dynamical correlation is included via a
levef'® (D=0.10 eV), while DFT-LDA gives a much larger  subsequent Configuration-Interaction (Cl) treatment. For the
value' (D=2.10 eV). The DFT-B3LYP result is placed present case, the active space is composed of three orbitals:
between these two extrefgD=0.65 eV). The distance the 3s sodium orbital (38(a)) and the two degenerated
values between Na and the closest carbon atoms are closerbitals which are delocalized on the hexagonal ring
at the DFT level (2.69 A for LDA and 2.74 A for BLYP),  (x%_ (Ca)).

while UHF gives a very different result (5.08 A). The  Eyen with a small active space, the local MR-CI treatment
fullerenesx systgm is mainly concentrated on t.he hexagon g, such a large system is extremely heavy. A possibility to
bonds. For this reason, although the predicted energyyequce the size of the problem is to freeze some orbitals
difference between the hexagon site and the other positionsynose effect on the studied properties is expected to be smal.
is very small, it seems likely that the hexagon sites play a For this reason, taking benefit of the use of localized orbitals,
special role among the different adsorption positions. we froze most of thes orbitals at the SCF level. Only the

If one neglects a possible Jahmeller distortion, the  and¢* orbitals nearest to Na (12 bonds, i.e., 24 orbitals)
system has &3, symmetry in the case of a hexagon-approach were correlated at the Cl level.

path. In this case, three different states are in competition:  The choice of the atomic basis set is a very sensible point.
(1) a neutral®A; state, Go + Na, which is essentially |t js clear that a minimal basis set alone has not enough
repulsive (except for a possible van der Waals minimum at flexibility to describe the orbital relaxation and the correlation

effects of this system. In particular, because of the competi-

* Corresponding author phonet33-(0)561-558593; fax-+33- tion between neutral and charged forms, the experimental
T Universitat de Valencia. of Ceo must be accurately reproduced. Even with a minimal
* UniversitePaul Sabatier. basis set, this is not a problem for Na (with the (3s2p) basis

10.1021/ct050035v CCC: $30.25 © 2005 American Chemical Society
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Figure 1. Energy curves of the 2A; and 2E states as a function of the distance between the Na atom and the Cg center. The
energy zero corresponds to the value of the neutral 2A; state at infinite distance.

we obtain 4.90 eV to be compared with the experimental IP Z:'able f MR‘;:EReSL_”tS (‘iVitlthfmdl W:\;hom BISSE
of about 5.14 eV). On the other hand, the minimal basis set orrection) and Experimental Dipole Momen

is certainly too poor for &, since it leads to an EAF 4.10 R(A)  Bo(eV)  Es°(eV)  u’(D)
eV, while the experimental value is substantially lower NaCeo 5.55 0.59 0.61 15.6
(EAex=2.65 eV). NaCgo + BSSE 5.68 0.02 0.37 16.5

Therefore, to keep the basis-set size reasonable, we used®XPeriment 163

an ANO (2s1p) basis on each carbon and a (3s2p) basis on _“ Re, equilibrium distance between the sodium atom and the center
the sodium ator s lemented with a set of uncon- of Ceo. The distances between Na and the closest C atoms are 2.72

Iu ) » Supp wi u and 2.83 A (without and with BSSE correction, respectively) in good
tracted Gaussians centered on thg €enter. We used a  accord with the DFT values. © Ep, binding energy with respect to the
(1s1pldifiglhli) set of 49 functions, having a mean radius neutral system at infinite distance. © Eg, dissociation barrier with
[i0equal to the G radius. These additional orbitals are resPect to the ionic-state minimum. ¢4, dipole moment.
intended to provide the required angular correlation to the - o _
mobile 7 electrons on the & surface. With this choice of ~ position of the minimum and the corresponding value of the
the basis set, one has EA2.28 eV for G, in a reasonable ~ dipole moment are very little affected by the BSSE.
accord with the experimental value. Therefore, this was our The small energy difference between the ionic minimum
final basis-set choic¥. and the neutral asymptote raises the question of the stability

The MR-CI results (single and double excitations on the of the ionic form. Since entropy favors the dissociated
local CAS-SCF wave function) are reported in Figure 1. The SPecies, one can expect that, at thermodynamic equilibrium,
neutral A state is the lowest one at an infinite distance at the neutral form should dominate. However, the barrier to
the MR-CI level, and the ionic E state lies about 2.6 eV dissociation of the ionic species is not negligible. If the ionic
above the A one at dissociation and becomes the lowest curve is fitted with a Morse potential, the lowest vibrational
one at abouR = 6.5 A. At aboutR = 5.55 A the E state level is only 237.3 cm! higher than the Morse ionic
has a minimum, 0.59 eV below the asymptotic energy of minimum, and about 20 vibrational levels are predicted below
the A; state (see Table Ep). The dipole moment (15.6 D)  the barrier to dissociatiorEg=0.37 eV with BSSE, see Table
is in a good agreement with the experimental value of 16.3 1). For these reasons, one can expect the ionic minimum to
D.57 The MR-CI results have been also corrected by using have (at least) a metastable character.
the Counter-Poise (CP) proceddfdo take into account the It should also be noticed that several effects are expected
Basis-Set Superposition Error (BSSE) (see Figure 2). Theto contribute to an ionic-minimum stabilization. One is
ionic minimum becomes less deep, and it is almost degener-geometry relaxation, including a symmetry lowering due to
ated with the asymptotic energy of the neutral state at a Jahn-Teller effect. Moreover, the BSSE is often over-
dissociation. The neutral state is less affected by the estimated by the CP correction. Finally, the difference
correction (that comes essentially from the effect of the between the ionic and neutral asymptotes is 4:90.28 =
sodium basis set ongg ), and asignificant barrierseparates ~ 2.62 eV with our calculations, while the experimental value
the two minima (see Table Eg). On the other hand, the is 5.14— 2.65= 2.49 eV.
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Figure 2. Same as Figure 1, with the inclusion of the BSSE correction.

treatment of systems as large as a fullerene. These techniques
can be a useful tool for those cases where several electronic
states are in competition and for which DFT still presents
open problems.
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Figure 3. One of the active x#* orbitals of e symmetry,
computed at the equilibrium distance of the ionic state.

in excellent agreement with the experimental results. It seems
likely to associate this local minimum (either an absolute
one or a metastable minimum having a significant barrier to
dissociation) to the experimentally detected species.

It is instructive to plot the active orbitals obtained through
our local CAS-SCF algorithm. At the equilibrium distance
of the attractive E state, the two* CAS-SCF orbitals are
localized on the hexagon near to the sodium atom but show
significant tails on the closest carbon atoms. This partially
local behavior that was observed in local CAS-SCF treatment
of other system$?°is due to the effect of the charged Na
ion on thex* electron, that cannot freely delocalize on the
whole fullerene. One of the two degeneratedorbitals is
shown in Figure 3.

In conclusion, the present study shows the existence of a
charge-transfer local minimum on the NaCgo PES. The
recently observed dipole moment of this system can be
interpreted as due to this state, although further investigations
are needed in order to discriminate between a global
minimum and a meta-stable state having a significant barrier
to dissociation. As a more general conclusion, the present
work proves that local-orbital techniques permit a MR-CI
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Abstract: The study of density and the role played by its atomic representation is proposed as
a way for the rationalization of chemical behavior. As this behavior has been long rationalized
in terms of the basic concepts of empirical structural chemistry, a direct link between both
approaches is searched for by using the exact representation of the density provided by the
deformed atoms in molecules method (Rico, J. F.; Lopez, R.; Ema, |.; Ramirez, G.; Ludefa, E.
J. Comput. Chem. 2004, 25, 1355—1363). Noting that the spherical terms of the pseudoatoms
cannot be mainly responsible for the chemical behavior, we study the small nonspherical
deformations and find that they reflect and support all basic concepts of empirical structural
chemistry. Lone pairs; single, double, and triple bonds; different classes of atoms; functional
groups; and so forth are paralleled by the density deformations in a neat manner. These facts
are illustrated with several examples.

1. Introduction up have been scarcely exploited, and today the theorem is

Because one-electron density plays an increasingly centralMostly regarded as a scientific curiosity. There have been
rolel? in both the conceptual and practical developments tWo main reasons for this. The first one is that the fulfillment

of theoretical chemistry, the methods for its meaningful Of the theorem requires high quality densities. In particular,
analysis are of paramount importar€e® it leads to disastrous results for densities computed with
In the Born-Oppenheimer approximation (the paradigm commonly used poor basis sets, whereas energy is less
in the study of molecular structure), the electronic energy sensitive to the quality of the basis set. The second reason
including the nuclear repulsion is the potential energy for comes from the fact that, for extracting chemical information
the movement of the nuclei, and as a consequence, thdrom the theorem, one needs a representation of the density
components of the force acting on a nucleus are determinedthat brings insight to the chemist.
by their derivatives with respect to its coordinates. The These reasons no longer hold. As it has been recently
Hellmann-Feynman (electrostati)theorem states that these proved?® densities computed with good Slater basis sets, and
derivatives are equal to the components of the electrostaticwith very high quality Gaussian basis sets too, fulfill the
force generated by the electron cloud plus the remaining electrostatic theorem with an accuracy that is sufficient for
nuclei. Thus, the forces can be obtained in two ways: from most quantitative applications and, a fortiori, for the qualita-
the electronic energy through its derivatives or from the tive ones as well. Moreover, a representation of the déhisity
electron density using classical electrostatics. The first way aimed to retain the identity of the atoms in a molecule as
is expensive and hardly provides chemical insight. The much as possible has also been reported, and that, in turn,
second one is very cheap to apply and provides plenty of facilitates the application of the electrostatic theorem.
chemical insight. This representation was originally intended as an aid for

Nonetheless, although the electrostatic theorem has beeRhe calculation of several functionals of electron density such
known for more than 60 years, the possibilities that it opens a5 the molecular electrostatic potential, molecular force field,

forces on nuclei, and so forth, and the usefulness in those

* Corresponding author. E-mail: rafael.lopez@uam.es. Phone: applications was provedd. The method was also applied to
+34—91-4978642. the analysis of binding forces, to the calculation of bonding

10.1021/ct0500951 CCC: $30.25 © 2005 American Chemical Society
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energies from density in diatomiéand to the explanation  As it is well-known, these equations can be written as
of rotational barriers in terms of the density.

These studies render evidence that, when this representak, = " dr p"(r) v(r) + [ dr ’—%V’z ﬁ"(r,r')] +
tion of the density is combined with the electrostatic theorem, = o
basic copcepts of chemistry can be rggarded from a novel f dr f dr’ (r,r) 3)
perspective that may help to build a bridge between electron Ir —r'|
density and the classical notions of empirical structural nd
chemistry. The exploration of this possibility is the aim of
this work. _ Jl 1 2.0, .,

In Section 2, the electrostatic theorem is rederived in a 0= «f dr p(r) v(r) + fdr [_ EV P )Ir=r’ +
way oriented to stress that chemical forces and energy (e
variations are determined by the density alone. It follows f dr f dr’ r—r| (4)
that the relevant physical effects must be reflected in the
density and must affect the forces and energies throughwhere p"(r,r'), o"(r), and I''(r,r’) are, respectively, the
density, a fact that, in turn, sets the study of density and its density matrix, the density function, and the pair density
relationship with these forces as the central problem in the function andp’(r,r'), p’'(r), andI™(r,r") are the transition
rationalization of chemical behavior. Section 3 deals with density matrix, transition density, and transition pair density
this relationship and with the role played by the atomic functions, respectively.
representation of the density in this regard. Since a first-order change in the wave functl¥ncan be

It is noted there that the part of the density spherically €xpressed in terms of tH&,:
distributed around the nuclei, although being largely domi-

nant, is not responsible for the molecular stability. The ¥+ ;’13 ¥

chemical behavior of the molecules is mainly determined Y=— (5)
by small nonspherical deformations caused by the molecular 1+ Mjlz)l/z

environment on the density of the atoms. ;

On the other hand, chemical behavior has been largely ) o
rationalized by means of the concepts of empirical structural ~ Equation 2 implies
chemistry. As noted in Section 4, as much as they have been 1 o n
supported by many years of successful usage, these concep@=/ dr dp(r) v(r) + [ dr [_EV' 5P(rar')]r:r, +
must have some physical ground, and thus, the results of ST(r,r")
Section 2 imply that they must be somehow reflected in the f dr f dr’
density, and the arguments of Section 3 suggest that this
should be searched for mainly in the density deformations. where 6p(r,r'), dp(r), and 6T'(r,r') are, respectively, the
Section 5 contains a summary of the results of this search,transition density matrix, density function, and pair density
and some comments about the implications of these resultsfunction associated with the wave function and its first-order

(6)

Ir—r'

are included in the final section. change. Because this equation is valid for every electronic
state, here and in subsequent equations, the indices referring
2. Density, Chemical Forces, and Bonding to states will be suppressed for simplicity.

Because the bonding of atoms is usually explained in terms In the study of the electronic structure of molecules, the
of electron pairing or exchange, while the electrostatic €xternal potential is a continuous functio(r,4) of a set of
approach and its implications are often disregarded, a briefparameters} = (44, 42, ..., 4n) (the nuclear charges and the
review on this subject is pertinent. degrees of freedom associated with the coordinates of the
The electrostatic approach has its roots in the Hellmann nuclei), so that all of the terms of eq 3 are functions of these
Feynman theorerff, which has been considered by Slater Parameters.
asone of the most powerful theorems applicable to mol-  Derivation with respect td, yields
ecules® Herein, we will rederive the theorem in a way

oriented to stress that chemical forces and bonding are relateaaaiﬂ = f dr p(r,A) % + f dr v(r.A) % +

to either the whole electronic energy or the electron density P R P p

through fundamental equations, whereas the relation with [ r _1V,28p(r,r’,/1)] [ fdr'ir(r’r"l) @
the components of energy is indirect. 2 My e=r My Ir =1

Let % be the electronic Hamiltonian of a molecule with
a fixed number of electrons and an external potent{a),
and letW, be its normalized eigenfunctions. Therefore

and since eq 6 holds for evefy the three last terms must
cancel out. Thus

o E(A A
W 90w = E, o) %p) = [ dr plr.2) %p) ®)

and which is the HellmanfFeynman theorem.
N In the study of a particular molecule, the nuclear charges,
[(W,| 7%, [= 0 2) Ea, are fixed, and the external potential only depends on the
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nuclear coordinates, that i5,= A(R1, Ry, ...). Furthermore,

J. Chem. Theory Comput., Vol. 1, No. 6, 20085

Equation 17 is the integrated HellmanReynman theo-

the electronic energy plus the nuclear repulsion plays the rem?38 which establishes an explicit relationship between

role of potential energyEr(1), for the movement of the

density and energy.

nuclei, and hence, the force acting upon every nucleus is Equation 19 is the extremum condition of eq 6 written in

determined by its gradient. Therefore, one has

Fa=—V,E =

I r—Ry Rs — Ry
Gl J dr p(rd) —— — —— ©
: Ir =Ry ;« IRg — Ry°

where

V=i

X,

K]

EA

(10)
which is the electrostatic theorem.

In response to a previous criticism by Coulson and Bell
on the Hellmanr-Feynman theorem, Berlin not&dhat the
nuclear attraction term

V(A) = [ dr p(r.2) v(r,A) (11)

can be considered as the sum of two different components:

such that
V() = V,(4) + V,(4) (12)
PO faaen ™D mp gy
and
BVZ(A) = [ dr () 8p(r A g (14)

Thus, if T(1) andG(1) are, respectively, the kinetic energy

a different way and implies that throughout a chemical
process, the changes in kinetic energg), and in electron
repulsion,G(4), are just canceled by changes\ig(1).

Berlin’s partition of eq 12 is not the only way to look at
chemical bonding. Since energy and its components are
scalars, instead of dividing the nuclear attraction term into
two parts, one could divide the kinetic energy, or the electron
repulsion, or some combination of both, and define constants
involving parts of these quantities, as it has been implicitly
done in studies of the chemical bond based on the kinetic
energy densit$?%6 or in conventional explanations based
on the electron pair density.

Nonetheless, it seems that Berlin’s partitionM{f) is the
most natural choice and, probably, the most simple and
useful. This partition is grounded in two fundamental
equations: the extremum conditierq 6—and the Hell-
mann-Feynman theoremeq 8. It introduces two functions
endowed with very clear insightV,(4) is associated with
the total electron energy, and(l) is associated with the
universal functiondfl F = T + G of the density functional
theory!~* Note, in this respect, that

—dV,(4) = dT(1) + dG(A) =

dF (1) (20)

V,(4) = cong — F(4) (22)
Finally, it provides relations for linking these functions with
the basic physical variables: electron density and external
potential?®-52 which are exact, simple, and easy to apply in
practice.

Bearing in mind these arguments, our search for the

and the two-electron repulsion, and eq 6 is taken into account,re|ationship between the classical notions of chemistry and

one has
IE(R) _ V1(A)
oA, o oA, (15)
DIV, + T@) + G =0 (16)
o7,

electron density will be based on this approach.

It is noteworthy that, from this point of view, kinetic
energy and electron repulsion only appear in the extremum
condition, eq 6, which fixes the density for every conforma-
tion, and therefore, they influence the energy through density.

In this context, the physical effects appearing in the kinetic
energy or in the two-electron term cannot be directly related

Berlin used these equations to invalidate Coulson and to bond energies, because these quantities are part of the
Bell's objection to the electrostatic theorem, but one can go constant in eq 19. One must consider, instead, using eq 6,

beyond this point analyzing their implications. Thus, eqs 15 how they affect the density and, next, through eq 17, whether
and 16 imply or not the induced changes favor the decrease in energy. In

summary, from this perspective, one must be aware that
E(1)) — E(4) = Vi(A,) — every physical effect must put its mark in the density, and it
is through this mark that it affects the energy.

Vi(dy) =
jjj [ dr p(r2) duy(r,2) (17)

3. Density Partition and Forces: A Way For
Rationalizing Chemistry

The arguments of the previous section prove that the
rationalization of chemical behavior must deal with the study
of density and its evolution along the chemical process. This
study provides us a complete theoretical description because,
from density, it is possible not only to follow the changes
of the electronic energy but also to analyze the forces acting

where

a(r,A)

di
Za/l P

p

dv,(r.A) = (18)

and

V,() + T(4) + G(A) = const (19)
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upon the several parts of the system and to know how they and to analyze separately the roles of the spherical

contribute to changing the energy. components and the rest in the force model of eq 23. For
In particular, it must be noted that the direct relation this purpose, one can write

between density and forces ensures that fragments with

similar densities in different molecules will contribute in a _ o Fa

similar way to the driving forces of their chemical processes Fa=Ca f dr foo(ra) 3 *

and that this fact sets the description of the molecular electron Ta

densities as the key for the comparative study of their Rg = Ra

a

B o -

chemical properties. Ca ;A[f o f00(rB)r 3 % R. — R, *
As it is well-known, the electron density of a molecule in A B TA

its ground state is highly peaked and strongly concentrated ¢ f dr AB(r )E (26)
around the nuclear positions for every conformation. Thus, A Z B ;3
it is convenient to partition the electronic density of a A

molecule into fragments centered at the nuclei and such thatSymmetry considerations are sufficient to see that the first

every fragment accompanies its nucleus in the dissplacementterm on the right-hand side is null. Moreover, the second
to the largest possible extent.

. . term can be written in terms of the effective charggs,
Denoting the fragments ag\(r,), one can write g@

given by the Gauss theorem

_ A
P =23 /0 (22) B =t [ e e (@D)

and following the usual convention, one can consider the so that the expression (eq 26) of the force can be rewritten
fragmentsp”(r) as atoms in molecules (or pseudo-atoms), as
though being aware that atoms in molecules are no longer
guantum mechanical observables and, therefore, that this _ off Rs A B, A
denomination is just a mere resort to endow them with Fa= —Cals R, — R |3+ Ea Z fdr A (rB);
chemical insight. B A A (28)
There are several ways to carry out the decomposition of
eq 22, but irrespective of their merits or limitations, all of As one could expecthe spherical terms yield no contribu-
them can be combined with the electrostatic theorem to yield tion to the internal forces and only participate in the external
a model of forces in the system. Thus, all of them imply a forces through the partial screening of the nuclear charges
separation of the force on each nucleus into two distinct It should be noted, in this respect, that the electronic charge

contributions. Combining eq 22 with eq 9, one has of an atom is given by
Fa B =dr [ drgrg> foyr 29
Fm o f & )2+ Qo= 47 f, drgTs” foolre) (29)
Fa and, hence, in atoms with positive density, the second term
B 'a Rg = Ra of eq 27 will be smaller than the electronic charge. As a
CA% f dr p (rB)_S — G R. —R.® (23) consequence, neutral atoms or cations have a poij@f(/e
fa IRg A and give a net repulsive force oh at all distances. For

anions, ggff is negative at long distances but it turns to
positive at short distances. Thus, the forces exerted by
negative ions on nucleus will be attractive when they are
far away fromA, but they will repel it at short distances.

In view of this, it is very illustrative to consider what the
forces between a pair of atoms or ions with positive defined
and strictly spherical densities would be. In this case, the
self-pulling forces are obviously zero and only external forces
remain. As proved before, these forces are repulsive for
couples of neutral atoms, an atom and a cation, or pairs of
cations. In the case of a system consisting of a cation (or a
neutral atom) and an anion, the force on the anion nucleus

1 p2r p . will be repulsive at all distances whereas the force on the
foolr ) = e Jo 90n [y d0Asin0, 0", (24) cation nucleus will be attractive at long distances and
repulsive at short ones. Finally, for a couple of negative ions,
are, by far, the largest components of the density. Therefore,the forces on both nuclei will be attractive at sufficiently
it is convenient to distinguish this dominant part from the |ong distances and will become repulsive when the separation
small remaining parts: decreases. Moreover, the forces on both nuclei will be, in

A A general, different, and the reversions will occur at different
AN ) = p"(r) — foulra) (25) distances.

where {, denotes the nuclear charges a@rddenotes the
nuclei positions.

The first contribution on the right-hand side of eq 23 is
the internal orself-pullingforce, namely, the force exerted
on nucleudA by its own electronic cloud. The second one is
the external forceexerted onA by the clouds and nuclei of
the remaining atoms.

As it has been remarked above, the electron density of a
molecule is strongly concentrated around its nuclei and, for
every reasonable partition, the spherical averages of the
atomic densities:
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Certainly, the absence of interactions between the clouds
in the context of the electrostatic theorem makes these forcesFext
very different from the ones expected when electrostatics is
applied to spherical ions in the usual way, and this leads to

J. Chem. Theory Comput., Vol. 1, No. 6, 200987

an evident conclusionnone of these couples can conform
a stable systenilo form a stable system, densities cannot
have spherical symmetry or, in other wordgnsity defor-

mations are essential for the appearance of stable systems

Let us complete this analysis by considering the contribu-
tion of the atomic deformations to the forces. To do this,

atomic densities can be expanded in spherical harmonics

centered at the nuclei:

() = Z» Z Z7( 1) i) (30)

wheref fr\n(rA) are atomic radial factors:

fim(Ta) =
2+1 (1= [m])!
2(1+ 0, g)ar' (I + Im)!

[ dg [ sing Zrir) p(r)

(31)
andz'(r) are the regular harmonics:
Z'(r) = r'(—1)" P"(co®) cosfnp)  form= 0
Z'(r) =r'(— 1)™ P"(cos) sin(mj¢) form<0 (32

PI™ being the associated Legendre functighs.

The terms witH = 0 are just the spherical averages whose
roles were discussed above. The remaining ternts Q)
are the atomic deformations:

A1) = o) — ) = Z Z 2 Bt (33)

but decomposed so that one can identify dipole-type con-
tributions ( = 1), quadrupolel(= 2), octapolel(= 3), and
SO0 on.

From this expansion, one easily finds that

Fie=Ca [ dr AA(r)—

— g — joi, — kg (34)

where

4
Gn="36n fy drrfh(® m=-1,01 (35)

It is clear thatthe self-pulling force on an atom is only
determined by the dipole-type deformation of its own density
Moreover,

— R,
g drp (r) — =
’ ;A[f "Ro— Ry IRg — A|3
R, — R
=Ca Bﬁ & . +
|RB - RA|3
IR RY
Im(|RB - RA|) (36)

DR PR

|2I+l

where

VE(r) = 5 +1[f dr' r2*2 2 (r)+r2'+1f dr r 2 ()]

(37)

so that the external force contains the forces associated with
the density deformation beside the contribution of the
screened nuclear charges.

We stress that the atomic deformations caused by the
molecular environment play a basic role in the study of
chemical behavior supported by the electrostatic theorem.
As proved above, they completely determine the self-pulling
forces and a part of the external forces, being essential for
the existence of stable systems.

We finally note that, though these conclusions are valid
for everyexactpartition of the density, the detailed form of
both the spherical averages and the atomic deformations
depend on the definition of the atomic fragmemt¥r), and
thus, one is faced with the choice of the partition criterion.
We will return to this point in the following section.

4. Empirical Structural Chemistry: The

Conventional Rationalization Of Chemistry

Let us consider, now, the main ideas employed by experi-
mentalists in the description of chemical behavior. As it is
well-know, they need neither to determine or analyze the
density nor to invoke the electrostatic theorem. Instead of
it, they use some simple concepts that have their roots in
empirical structural chemistry, mostly developed before the
advent of quantum mechanics, from the rationalization of
empirical data.

In this thought, a structural hypothesis is basic, according
to which molecules are composed by bonded atoms that are
distributed in space adopting characteristic conformations.
Moreover, there are groups of atoms (functional groups) that
share conformations and properties in distinct molecules.

Atoms are bonded by their valence electrons, whose
structures can be described by Lewis’ réfés terms of lone
pairs (owned by individual atoms), bond pairs (shared by
pairs of atoms), and eventually by lone electrons, all of them
lying around the ionic core formed by the nuclei and their
core electrons.

Bonds can be single, double, or triple according to the
number of the bond pairs shared by a couple of atoms. The
set of bonds conforms the skeleton of the molecule, and
chemical reactions are regarded as reorganizations of the
skeleton in which some bonds are broken and others are
formed.
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These basic assumptions are too simple to embrace all N L 2
chemical behavior, but complemented with some ideas o' (VA)=Z) > A fanm(a) (40)
extracted from valence theory (resonance, hyperconjugation, =0 m==2

etc.), they compose a powerful tool that allows experimental- |t the molecular density is partitioned and expanded

ists to describe macroscopic substances and chemical Proxccording to egs 22, 30, and-3and the densities of the
cesses at the molecular level and to carry out temptablejsgiated atoms are subtracted. one has

predictions, in summary, to rationalize most of the chemical
behavior. L

2l
_ _ /A
One has, thus, two different approaches to the rationaliza- D(r) = A(r) + Z[fﬁo(rA) ;) m:ZZ| () Fan(t)] (41)
tion of chemistry: the one based on the study of electron

density and, in particular, on its small deformations and that  If, as usual, the reference atoms are spherical Ct{r¢
of empirical structural chemistry, mainly based on Lewis’ function will contain spherical contributionsf,’go(rA) -
structures. f'éo(rA), that are not present in molecular deformations. If
The first one is firmly grounded in theory. The second is they are in & state, a further contamination with quadrupole-
supported by many years of successful usage. In view of type terms appear, and so on.
this, it seems licit to ask ourselves whether they are as Atomic and group deformations do not have, to our
different as they appear at first sight or, on the contrary, they knowledge, direct antecedents, yet Hirshfeld and Rzotk-
are simply two different comprehensions of the same objects. iewicz*® have researched this type of information on diatom-
Note, in this respect, that according to the discussion in ics in the context of the charge density difference functions.
Section 2,as far as Lewis structures and the remaining It was remarked in Section 3 that the detailed form of the
concepts of empirical structural chemistry:gasome physi-  atomic deformations depends on the particular partition
cal basis, they must be somehow reflected in electron densityadopted to define the atomic fragments, which, as it is
To analyze whether, and eventually how, they are re- Well-known, fall into two categories. In space-partition
flected, we have carried out a systematic study of density schemes?#"1" the molecular density is separated into pieces,
oriented to analyze its relationship with Lewis’ structures e%ch one contained in an atomic doma&n (satisfying
and other basic concepts of empirical structural chemistry. YUa=1€2a = R and©Q:NQg = ¢, DA = B) so that

In the analysis, we have usatbmic deformationsvhich M
are defined as the atomic densities minus their spherical o(r € R} =;p(r € Q) (42)
averages, that is, th®* functions introduced in eq 2group =
deformationswhich are the sum of the atomic deformations

. ) Alternatively, the density can be decomposed in overlap-
of a given group of atoms:

ping fragments centered at the nuclei, each one extending
over the whole spaci?®:118.19.21,2931,57

group

A%(r) = 2 ATy (38) Y
p(reR) = ; p(rae R) (43)

and, finally, molecular deformationsin which the sum -

extends over all the atoms of a given molecule: Though the general features of the forces model discussed

above are valid for every decomposition in which the
molec A fragments add up exactly to the whole density (note that this
A(r) = Z AT(r p) (39)  only excludes approximations based on spherical atoms and

the like'®5), not all of the partition schemes are equally
useful in this context. It must be recalled, in this regard, that
conventional studies of density are aimed at analyzing the
dependence qi(r,4) with respect ta for fixed 4, while for

Molecular deformations have an antecedent in (but should
not be confused with) the so-called charge density difference
functions®® which are the differences between the molecular . o
: . : .~ the study of forces and energy, the essential point is how
density and the density of a hypothetical molecule built with . )
. the density evolves wheh varies.

:22 fgrlgsdoitg_r:s’s'_?eiu't‘f"tﬁlzVa:inﬁié%?:a;?%ﬁ;aew " From a practical standpoint, the methods of the second
ponding sites with appropri : 1ons. category are much more suitable in this respect. Among

Note, in this respect, that the spherical averages definedihem, the method afeformed atoms in molecul@@AM)2%-3!
in eq 24 are obtained from the very molecular density itself, yffers clear advantages because it allows for the direct
without invoking the existence of reference atoms in ad hoc application of the approach discussed in Section 3, and
valence states. therefore, we will use it in this study. In the DAM method,

Thus, conceptual distinctions apart, the density difference the partition of the density is intended to retain, as much as
functions, D(r), contain terms dependent on the angular possible, the identity of the atoms within the molecule at
moments of the reference atoms, which do not appear in theevery conformation. Basically, in this method, the minimal
molecular deformations as defined above. In fact, the densitydistortion of each atomic density is achieved by assigning
of an isolated atom in a state with angular momerias to it the one-center charge distributions centered at its nucleus
the expansion as well as the parts of the two-center distributions nearest to
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Roothaan-Hartree-Fock (RHF) and CISD levels using
Slater VBP® and Gaussian pVTZ basis sets and illustrates
the changes in the density deformations produced by changes
in the computational method or the basis set.

Because the deformations bear no net charge (they

> ™\ ; N integrate to zero), physical space is partitioned into regions
r- - 3 3 Y~ where the electronic charge is accumulated (positive defor-
. ‘A A 5 mation) and into others in which it is depleted (negative).

In every region, surfaces of a given absolute value are
enclosed by surfaces tfwer absolute value.

Figure 1. Electron density surfaces in methane. Total density For methane, the contours corresponding to positive

(left) and summation of the spherical atomic contributions deformations (red surfaces in Figure 2) show four electron
(right). Contour values: 0.3 (innermost), 0.2, and 0.1 (outer- charge accumulations with nearly cylindrical symmetry
most) au. between the carbon and hydrogens, just giving a clear image

of the fouro bonds of this molecule. The pictures of negative
it. With such a partition, the densities of all the fragments deformations (blue surfaces in Figure 2) complete the
exactly retrieve (on summation) the whole density and, description of the charge redistribution, showing the regions
furthermore, can be accurately expanded when regularwhere the electronic charge is drawn from.
harmonics are multiplied by analytical radial factors, a fact  Looking at these type of pictures for several molecules,
that greatly facilitates the application of the electrostatic one finds that the concepts of empirical chemistry appear in
theorem. Though this method has been described in detaila beautiful and neat, though somewhat unexpected, manner.
in previous works?™3' a short review is given in the  [one pairs and bonds are paralleled by charge accumulations

Appendix for the sake of completeness. placed where one would expect them to be; single, double,
and triple bonds are clearly distinguished; concepts such as
5. Results aromaticity and delocalization can be directly visualized. The

We have studied the density deformations in a sizable sampledifferent chemical classes of a given atom can be identified
consisting of several tens of molecules at their equilibrium DY glancing at their atomic density deformations. At the same
geometries. For all of them, the densities were computed attime, the individuality of each atom can be recognized from
the Hartree-Fock (HF) level using the reasonably good VB1 the features of the dominant spherical term. Functional
Slater basis s&t(composition: [5,3,1] for Bto Ne and [3,1]  9roups are identified as a common group of atoms of given
for H). The calculation of integrals and HF optimization were Classes that retain their structure and density in different
carried out with the SMILES prografi-¢® The atomic =~ Molecules, and so on.
expansions were carried out with the DAM method using  For obvious reasons, the literally hundreds of pictures that
the DAM progran?®-3! For testing the effects of the basis have been drawn cannot be included in this paper. We present
set on the results, some calculations were repeated using th& minimal selection of them in order to support and clarify
CVB2 Slater basis s&and Dunning’s cc-pVTZ and cc-  our previous comments. Further pictures can be found at
pVQZ Gaussian basis sétsvith the Gaussian version of  http://www.uam.es/departamentos/ciencias/qfa/DAM.
DAM (G-DAM®). The effect of correlation was also 5.1. Lone Pairs.Because the notion of a localized electron
examined by performing configuration interaction with single pair is essential in Lewi&* and othef®¢°successful models
and double excitation (CISD) calculations with MOLPRO.  for geometry and reactivity, its physical support has been
No qualitative changes were observed in the test samplesextensively researched in the context of the pair density
(see below), and quantitative changes were so small that HFfunctior’® and associatédvith the maxima of the density
calculations with the VB1 basis sets were considered Laplacian,pr(r,/l).
sufficiently good for our purposes. Certainly, the interactions between electrons should be
The density, the atomic and accumulated spherical terms,studied in terms of pair density, but as stressed in Section 2,
and its deformations were visualized by depicting their its chemical relevance is determined by its effect on the
constant value surfaces with gOpenMbKAs an example, density, which, according to Section 3, can be searched for
we consider the methane molecule, whose density variesin the density itself through the density deformations.

from more than 100 au (€7 in the nearness of the C Lone pairs compose a nice example of the close relation-
nucleus, to 0 au, far away from the molecular region, while ship between chemical notions and density deformations.
its deformation varies only from 0.08 t60.03 au. Figure 3 shows the atomic deformations of nitrogen in

Because of the smallness of the density deformation, theammonia (left plate) and the full molecular deformations
contour surfaces of the whole density of this molecule and (right plate). In ammonia, besides the three charge accumula-
those of the accumulated spherical terms are very similar, tions along the N-H bonds, there is a large, and nearly
as it is illustrated in Figure 1, so that the details of the spherical, charge accumulation in the vicinity of the N atom,
difference are difficult to appreciate. On the contrary, the just as it would be expected from the presence of a single
structure of these differences is evident in the contour lone pair there (:NH).
surfaces of the density deformations depicted in Figure 2.  Figure 4 shows the atomic density deformations of oxygen
This figure shows the density deformations obtained at (left plates) and the full molecular deformations (right plates)
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Figure 2. Molecular deformation of methane. Red: positive deformation. Blue: negative deformation. Contour values: 0.045

(innermost), 0.030, 0.015 (outermost), —0.030, and —0.015 au. Upper: Slater VB1 basis set. Lower: Gaussian pVTZ basis set.
Left: RHF density. Right: CISD density.

2 & e

o

Figure 3. Atomic density deformations of nitrogen (left) and
the molecular deformation (right) in ammonia. Contour values
inau: 0.150, 0.125, 0.100, 0.075, 0.050 (red); —0.075, —0.050

(blue).

in water (:CH,), formaldehyde (:&CH,), and carbon
monoxide (:G=C:). In water, the charge accumulations ‘ . ’
associated with the two lone pairs of oxygen extend above

and below the molecular plane, whereas in formaldehyde,
they are placed in the molecular plane. Finally, in carbon

monoxide, the two charge accumulations placed outside the
bond region show the existence of a lone pair on each atom.
Moreovgr, the chargcterlst!c deformations of the lone pairs 0.150, 0.125. 0.100, 0.075, 0.050 (red): ~0.075, —0.050
appear in the atomic density, supporting the idea that they(bI o).
are owned by atoms.

It is noteworthy that these structures appear almost the presence of two lone pairs such as those of water is clear,
unchanged everywhere the empirical chemistry evinces thisdespite the strongly different molecular environments. Cer-
class of atom. Thus, the distortion of nitrogen in ammonia tainly, the presence of a charge accumulation, everywhere
is reproduced practically unchanged in amines; that of lone pairs are predicted to be, shows that this notion has an
oxygen in water appears in alcohols, ethers, carboxylic acids,actual support in the density.
esters, and so forth. The distortion of oxygen in formaldehyde 5.2. Single, Double, and Triple BondsFigure 6 illustrates
is typical of the keto oxygen, and it can be observed in how the density deformations reflect the chemical notions
aldehydes, ketones, carboxylic acids, and so on. of single, double, and triple bonds. It shows several contour

As an example, we present in Figure 5 the density surfaces corresponding to ethane (first plate), ethylene
deformations of the oxygen atom and the full molecular (second plate), and acetylene (third plate). In ethane, the
deformations in methanol, dimethyl ether, and phenol, where o-bond skeleton is clearly reflected by charge accumulations

Figure 4. Oxygen deformation (left plates) and molecular
deformation (right plates) in water (upper), formaldehyde
(middle), and carbon monoxide (lower). Contour values in
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Figure 5. Atomic deformation of oxygen (left plates) and molecular deformation (right plates) in methanol (upper), dimethyl
ether (middle), and phenol (lower). Contour values: + 0.150, + 0.125, £+ 0.100, 4+ 0.075, £+ 0.050 au (red: positive. blue:

negative).

Figure 6. Density deformation of ethane (upper), ethylene

(middle), and acetylene (lower). Contour values: 0.075, 0.050,
+ 0.025 au (red: positive. blue: negative).

with nearly cylindrical symmetry placed where the-8 and

molecular plane near the carbons. Again, the density
deformation parallels known properties. Theharacter is
evident from the asymmetry (ellipticly of the charge
distribution, and the large rotational barrier around theGC
bond can be attributed both to this distortion and to the charge
depletions, which must generate forces that hinder the
movements of the hydrogens out of the plane.

The density deformation of acetylene shows the twdHC
o bonds and a strong charge accumulation of cylindrical
symmetry in the &C line, accompanied by two perpen-
dicular rings of charge depletions centered in the carbons.
This structure is characteristic of the=C triple bond, but
it also appears (with quantitative but not qualitative changes)
in triple bonds involving other atoms, as it can be seen, for
instance, in case of carbon monoxide, Figure 4.

5.3. Aromaticity. The chemical notions of a delocalized
cloud and aromaticity are also reflected in the density
deformations. For high deformation values, contour surfaces
of aromatic molecules show only the charge concentrations
associated with the skeleton of conjugated double bonds
(intermediate between single and double), as well as those
of their o bonds. If that contour value is lowered in order to
follow the corresponding evolution of the charge accumula-
tion, one observes the growth of upward and downward
protuberances in the middle of the double bond. Additional

C—C bonds are expected to be. Moreover, a comparisonlowering shows that the protuberances tend to acquire a shape
between Figures 2 and 6 renders evident the close similaritylike two mushrooms placed at opposite sides. In aromatic

of the C-H o-type charge deformation in methane and
ethane.
In ethylene, besides thetype deformation characteristic

of the C—H bonds, there is a strong charge accumulation,

with upward and downward distortions, in the middle of the

compounds, the tops of adjacent mushrooms tend to join each
other, forming a sandwich cloud that encloses the deforma-
tions of the internal skeleton. On the contrary, in nonaromatic
compounds, this joint does not occur.

Figure 7 shows the contour surfaces of valde$.001

C—C line as well as charge depletions above and below thefor the deformations of benzene, anthracene, and diphenylene
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Figure 8. Comparison of the radial factors of spherical terms
of oxygen in different molecules. (a) fyo(r), (b) radial charge

Figure 7. Molecular density deformations in benzene (upper), densities, 47r* foo(r)-
anthracene (middle), and diphenylene (lower). Contour values . L
1 0.001 au( ) pheny ( ) to the isolated atom (evincing the charge transfer toward the

0), but the differences among them are still very small.
(note that this contour value is much lower than those S-S Functional Gro_ups.A notion relatgd to thelassand
previously chosen). It can be seen that the external cloud inidentity of an atom is that of thdunctional group As
benzene and anthracene is delocalized over all the molecule’®marked above, atoms of the same class can be identified
while in diphenylene, it extends separately over each benzend™@M the resemblance of both their spherical averages and
ring. Clearly, the density deformations allow us to visualize &tOMic deformations. In functional groups, this resemblance
this chemical notion in a neat manner. extends to the whole set of atoms forming the group, thus

. ) iving fragments with similar densities in different molecules.
5.4. Atoms in Molecules.The strong differences between giving ag

According to Sections 2 and 3, these fragments will
the shapes of the density deformations associated with the g g

. . : X contribute in almost the same way to the chemical behavior
differentclassesf a given atom may induce (see Figure 4,

- ] 3 7 of the molecules. Figure 9 illustrates the density deformation
for instance) one to think that atoms, in the usual meaning u¢ te carboxylic group of formic and benzoic acids. These
of the term, cannot be distinguished in molecules, contradict-

) =1 i : pictures render evident the resemblance of the group
ing the intuitive notion of molecules as composed by slightly yeformations of—COOH in these significantly different

deformed atoms. The point to be stressed here is that thégnyironments, the very small differences between both
values of density deformations (typically abouti@u or ictures being illustrative of the smallness of the environ-
less) are several orders of magnitude smaller than those oimental effects.

the spherical terms and that it is in these latter where the  Once again, another basic notion of empirical chemistry
|dent|ty0f the atoms resides. To illustrate this faCt, we depiCt, is Supported by the density structure in a nice manner.

in Figure 8a, the spherical radial factofg(ro), of oxygen

in a set of molecules covering the different classes of oxygen g Final Comments

discussed above together with the radial factor of the isolated

atom in its ground state. Note that the differences are SOis examined, nothing about classic chemical notions is
small in the scale of the figure that all the oxygen atoms apparent:” There are no lone pairs, no distinct chemical
seem to have the same spherical radial factor. To makepqn4s oy clouds, and so forth. This occurs because the
perceptible these differences, we also present, in Figure 80,5acular density is so largely dominated by the spherical
the usual radial distributions foo(ro), that enhance the  terms of its constituent atoms that the chemically relevant
resolution in the valence zone. structure is completely masked. However, when the spherical

Now, one can observe that all of the atomic radial terms are removed, the fine structure of the molecular density
distributions of oxygen are greater than that corresponding becomes evident and, from its analysis, there emerges a

When the total one-electron density distribution of a molecule
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o-lop olep

Figure 9. Accumulated density deformations of the —COOH group in formic acid (left) and benzoic acid (right). Contour values
in au: 0.150, 0.125, 0.100, 0.075, 0.050 (red); —0.075, —0.050 (blue).

picture that reflects and supports all the intuitive notions of deformations thus obtained show clear and characteristic
the empirical chemistry. structures associated with every classical notion, the cor-

The reason for this is clear from the standpoint of the respondence being so tight that it seems possible to accurately
Hellmann-Feynman (electrostatic) theorem: chemical forces predict (with a suitable parametrization of the deformations)
only depend on electron density, and the physical effects the density of molecules from their conventional chemical
determine the chemical behavior through their influence on formulas.
the density. Moreover, the spherical parts of the atomic The appearance of such a close relationship between
density, along with the nuclei charges, cannot lead to stablechemical notions and density deformations gives us sensible
systems, and consequently, these cannot play the main rolegrounds to regard the traditional chemical language as a
in the explanation of the chemical behavior. This behavior symbolic representation of the density deformations respon-
is determined by the small nonspherical deformations of the sible for chemical behavior. From this perspective, it is both
density at the same time that it is described by the empirical gratifying and amazing to confirm that chemists, on the basis
notions of chemistry. Chemical notions and nonspherical of macroscopic data alone and being guided just by their
density deformations must be related to each other, and theyintuition, were able to create this symbolic language almost
actually are. a century before these deformations were studied.

In this work, a systematic study of the density deformations ~ This work has been circumscribed to the study of density
of several tens of molecules has been summarized. This studyat the equilibrium conformation, but as remarked above, even
has been aimed at analyzing whether, and eventually how,more important is how to characterize the evolution of
these deformations reflect Lewis’ structures and other basicdensity along conformational and reactive changes. We are,
concepts of empirical structural chemistry. at present, carrying out an analysis of the derivatives of

The theoretical support of this analysis lies on the dens.ity with respect to nuclear coordinates and exploring
extremum condition and the Hellmanfieynman theorem.  the fit of multidimensional energy surfaces and forces in
It has been remarked that the explicit relationship between terms of the density, with practical applications in molecular
density, force, and energy, previously reported in the dynamics, spectroscopy, and molecular mechanics. The
framework of the DAM method, can be extended in a Preliminary results are encouraging and will soon be reported.
straightforward manner to almost any other method for the A beta version of the DAM codes used in this work is
analysis of density. In particular, we note that, for every available upon request at rafael.lopez@uam.es.
molecular partition of the electron density into atomic
contributions, the spherical averages can be separated fronAppendix
the rest. In this way, atomic, group, and molecular deforma- In the linear combination of atomic orbitals context, one-
tions can be defined without invoking any external reference electron density has the expression
such as the density of isolated atoms. Moreover, it was also
noted that this separation facilitates both the description of p(r) = z z Z Paa Xall a) Xx2(ra) +
the energy changes in terms of forces and the forces in terms a ‘a
of density. Bearing all this in mind, we have carried out a 2 ; > Z Pan Xa(T &) %6(F) (44)
detailed discussion on the interatomic forces, in the context Z
of the electrostatic theorem, that evinces the basic role played
by small density deformations in chemical behavior, and WhereA, B, and so forth label the nuclei, centered respec-

which supports the idea that these deformations are relatediVely atRa, Rs, and so fortha, &, b, andb’ label the subsets
to the basic notions of chemistry. of the basis functions(r ), xu(re), and so forth; and, =
r— Rarre=r — Rg.

For the practical determination of these relationships, i i
In the DAM method, the atomic fragments are defined

reasonably good densities were computed for a number of

representative molecules, using Slater basis®%atith by

SMILES 82 and these densities were analyzed with the DAM A N

packagé! PUN=Y Y Paa 2alla) Xall) +2 ;A > Z Pab Far(r 4)
As illustrated in Section 5, molecules were classified @ e 4 (45)

according to their conventional structures (having lone pairs;
single, double, or triple bonds; etc.), and their density  The first contribution contains the one-center distributions
deformations were depicted and compared. The densityplaced aRa. The second one is obtained by partitioning the
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two-center distributions into minimally deformed components (10) (a) Politzer, P.; Harris, R. R. Am. Chem. Sod.97Q 92,
assigned, respectively, ¥ and B: 6451. (b) Politzer, P.; Stout, E. VChem. Phys. Lettl971,
8, 519-522. (c) Politzer, PTheor. Chim. Actal971, 23,
A B
Xal(T ) 2p(Te) = Aa(r ) + da(re)

203. (d) Politzer, P.; Elliot, S. D.; Meroney, B. Ehem.
Phys. Lett.1973 23, 331-334.
The minimal deformation criterion used in this partition and  (11) Hirshfeld, F. L.Theor. Chim. Actdl977, 44, 129.
its practical implementation have been detailed elsevdiete. (12) (a) Daudel, RAcad. Sci., C. R1953 237, 601. (b) Aslangul
Finally, each atomic fragment of eq 45 is expanded in ' e . ’
regular harmonics centered in its nucleus, so that the whole

C.; Constanciel, R.; Daudel, R.; Esnault, L.; LldeE. V.
¢ Int. J. Quantum Chenl974 8, 499-522. (c) Aslangul, C.;
density becomes Constanciel, R.; Daudel, R.; Kottis, Rdv. Quantum Chem.
| 1972 6, 93. (d) Daudel, RQuantum Theory of the Chemical
r) = r) f(r
p(r) Z ; m:z,| dﬂ( ) fin() (13) (a) Bader, R. F. W.; Nguyen-Dang, T. T.; Tal, X.Chem.
Phys.1979 70, 4316-4329. (b) Bader, R. F. W.; Nguyen-
If one regards these fragments as (pseudtoms, it is Dang, T. T.Adv. Quantum Chenl981, 14, 63. (c) Bader,
clear that the terms with= 0 can be associated with the R. F. W.Atoms in MoleculesClarendon Press: Oxford, U.
with the deformations caused by the environment. The (14) Mazziotti, A.; Parr, R. G.; Simons, G. Chem. Physl973
spherical parts contain the whole electronic charge of the 59, 939-942.
molecule and are largely dominant. The remaining terms 15y Mujica, V.; Squitieri, E.; Nieto, PTHEOCHEM200Q 501,
determine the atomic dipoles € 1), quadrupolesl (= 2), 115-123.
works?-3! these terms are small and quickly decreasing B: Condens. Matter Mater. Phy$997 55, 4275-4284. (b)
with I. Martin Penda, A.; Blanco, M. A.; Costales, A.; Mori
From these equations, it is evident that the DAM method Sanchez, PPhys. Re. Lett. 1999 83, 1930-1933. (c) Mori
is basis-set-dependent, and in fact, it will lead to meaningless Sanchez, P.; Mafh Penda, A.; Ludra, V. J. Am. Chem.
center ones. Nevertheless, when reasonably good basis sets V. Pueyo, L.; Francisco, EJ. Chem. Phys2002 117,
are used, the results are qualitatively independent of the 1017-1023.
particular basis set chosen, the quantitative changes in density (17) Kosov, D. S.; Popelier, P. L. Al. Chem. Phys200Q 113
deformations being rather small, as it was illustrated in Figure 3969-3974.

(46)

(47)

Bond Reidel: Dordrecht, The Netherlands, 1974.
spherical parts of the atomic clouds and the remaining ones K., 1990.
octapoles I(= 3), and so on. As proved in our previous (16) (a) Martn Penda, A.; Costales, A.; Luza V. Phys. Re.
results for highly unbalanced basis sets, such as strictly one- So0c.2002 124, 14721-14723. (d) Marn Penda, A.; Luara,
2.
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Abstract: We make use of the Quantum Theory of Atoms in Molecules (QTAM) to partition the
total energy of a many-electron system into intra- and interatomic terms, by explicitly computing
both the one- and two-electron contributions. While the general scheme is formally equivalent
to that by Bader et al., we focus on the separation and computation of the atomic self-energies
and all the interaction terms. The partition is ultimately performed within the density matrices,
in analogy with McWeeny'’s Theory of Electronic Separability, and then carried onto the energy.
It is intimately linked with the atomistic picture of the chemical bond, not only allowing the
separation of different two-body contributions (point-charge-like, multipolar, total Coulomb,
exchange, correlation, ...) to the interaction between a pair of atoms but also including an effective
many-body contribution to the binding (self-energy, formally one-body) due to the deformation
of the atoms within the many-electron system as compared to the free atoms. Many qualitative
ideas about the chemical bond can be quantified using this scheme.

[. Introduction and the characteristics of the LCAO method to define the
Quantum chemistry is a successful theory, able to predict fragments, so that the components of the energy can be either
global properties of molecular species, such as binding directly extracted or else computed from the intermediate
energies, molecular geometries, spectra, etc., very accuratelyproperties that have to be evaluated in this type of calculation.
However, its main results, the wave function of the molecule However, this makes them dependent on the particular model
and its associated energy, are difficult to correlate to such elements used on the calculations (basis sets, for example).
cornerstone chemical concepts as individual atoms, functionalSome partitions define unphysical intermediate states to be
groups, and the bonds and interactions among them. To buildysed as a reference to compare with the global calculation,
a connection between quantum results and chemical conceptsso that the binding process can be conceptually divided into
there have been proposed many different a posteriori analysegjifferent step$:#621°There is an ongoing controversy about
of these results that extract chemical information with thjs point, whether to focus on the final, bonded state or on
different degrees of success: concepts such as atomighe evolution from an initial, unbonded state, to understand
charges, bond orders, bond energies, ... have already reachefle chemical bond. They can be considered to provide
textbook statu$. Particularly, the partition of the total complementary views of the same concept, although it is

molecular energy into chemically meaningful components e it 1o compare them and understand the origin of the
has deserved a lot of attention over the y&d&rand is still different terms on physical grounds

today a rather active research topié> Th | ¢ that th it ¢
Among the many energy partitioning schemes already ese analyses suggest that the energy partition of a
molecular system should fulfill some key conditions to be

proposed in the literature, some rely on orbital descriptions , :
of general interest. We propose the following.

* Corresponding author phonet34 985105017; e-mail: miguel@ A good energy partition should be a useful tool for
carbono.quimica.uniovi.es. chemists and must be theoretically sound. It has to provide
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a means to identify the atoms and functional groups within these contributions into one-atom and two-atom terms gives
the molecule, which have to be transferable. This requirementan appealing chemical image with strong physical grounds.
will make it consistent with the fact that atoms and functional Later, we examine the one-atom terms and their relation to
groups retain, albeit partially, their identity in the molecule. binding, and we will finish this section with a further
This fact also points to the molecular binding energy as a decomposition of the two-atom terms through the second-
better chemical indicator than the total energy, which order density matrix.

contains large atomic contributions. To describe the chemical A. Density Matrices and Energy Partition. Let us
bond, the partition should also give detailed definitions of assume that we know the many-electron wave functin
the interactions among atoms, functional groups, and mol- with the desired accuracy, and from it we construct the first-
ecules. Finally, the partition should be derived from the (nondiagonal) and second-order (diagonal) density matrices
molecular wave function without resort to the approximations

involved in its calculation. It must be unique and exhaustive p,(1;1) =N, f‘Pe(l, o NQW* (L1, 2,000, N) g =+ dXy

and should recover the exact quantum chemical energy of (1)
the system.

In this article, we propose an energy partition scheme P2(1 2)=Ne(Ne — 1)
according to the requirements posed above. Thus, we flpe(L...,Ne)lp*e(l,...,NQ dXs"'dXNe 2)

partition the energy of the molecule with atoms as chemically

meaningful fragments. Each atom consists of its nucleus andwhere thex vectors include Spatia| and Spin coordinates, 1,
its 3D atomic basin as defined in the Quantum Theory of 2, ... represemnts, Xa, ...within density matrices an@., and
Atoms in Molecules (QTAM) of Bader and co-workérghis Ne is the number of electrons. These density matrices suffice
induces a partition of the one- and two-electron density to compute the expectation value of the electronic wave

matrices, which is carried onto an exhaustive partition of function within the Coulomb Hamiltonian scheme (atomic
the total energy. The elements of this partition were already ynits)

proposed by Badérand have been used in different ways
by others'®!* However, the recent development of a fast E,=h+V, = f hp,(1;1) dx, +
algorithm to compute the two-electron integralg(*)

. . 1 _

instead of A(N®) for the numerical quadrature of the two- > j;, ﬂo (1, 215 ldxl dx, (3)
center casey, together with a means to simplify them for

correlated calculations({(N?) instead ofY(N%) in the two- Here is understood that the prime superscript is removed after

electron density matrix expansiotf)have made it now less  the operators act on functions but before performing the

computationally intensive to perform this analysis in practice. integrationsh is the usual monoelectronic operator contain-

In addition, the arrangement of the terms in our partition ing kinetic energy {) and nuclear attractiorl}) operators,

differs from the previous ones: in order to avoid having while r;; tis the interelectronic repulsion, thus defining the

large, mutually canceling energy terms, we have rearrangedglobal propertiesh and Vee TO obtain the total Born

them following the spirit of McWeeny’s Theory of Electronic  Oppenheimer energy of the molecule, we have to add the

Separability (TESY? a Hilbert-space (as opposed to real- internuclear repulsion: = E. + Vi, which can be easily

space) approximate partitioning of the energy into strongly computed as

orthogonal interacting electron groups. We note here that _—

we need not restrict ourselves to QTAM'’s partition, not even V. = 1 V2B — 1 Zz )

to space partitions, and we can talk about general 1- and nn ZAZB nn ZZB;

2-matrix partitions, as pointed by the work of Ruedenkerg.

Such a generalization and the comparison of different whereZX is the nuclear charge of atom X amgk is the

partitioning schemes will be the subject of a forthcoming distance between atoms A and B.

article. Since V,n has a quite clear two-body partition, the
The scheme of this paper is as follows. First, we introduce partitioning ofE requires that o, which we will carry on

the energy partition in section Il. Then, we present a thorough through a partition of the density matrices. To this end, we

energy analysis of the hydrogen molecule, to introduce the introduce QTAM’s partition of real spaceatomic basins

concepts within a particular example, followed by a com- Q are defined as the 3D attraction basins of the gradient

parison of the different contributions in several molecules field of the electron densityyp(r), which are bounded by a

representative of different traditional bonding types. Finally, zero local flux surface of this fieldWp(r)-n(r) = 0 forr €

in section IV we give our conclusions and a plan for future (), wheren(r) is a vector normal to the surfac<)).

PN:!

work. These basins usually contain one and only one nucleus and
are easier to handle by defining a Heaviside-like basin step
function
Il. Energy Partition: Theor
% y 1ifr,eQ
In this section we present the theoretical aspects of the ©a(1) =17 elsewhere ()

QTAM energy partition that we propose. First, we partition
the density matrices and show how the different contributions Notice that, since QTAM's partition is exhaustiVe,®a =
can be evaluated. Then, we show how the rearrangement oflL. Using this identity, we partition the first-order density



1098 J. Chem. Theory Comput., Vol. 1, No. 6, 2005
matrix into atomic contributions

py(1;1) = Zp’f(l;l’) = Zpl(l;l’)(%\(l') (6)

This induces a patrtition in all monoelectronic properties,
since

0= [ Opy(1;1) dx, = Z J.0p, 1) dx, =
Z JL0A(1)0py(1;1) dx, = Z fQAf)pl(l;l’) dx, = ZOA

)
In particular, sinceh = T + U

h=ZhA=T+U=ZTA+ZUA

The atomic kinetic energyl*, is at the origin of QTAM'’s
partition® The zero-flux definition of the atomic basins
ensures that both kinetic energy operatet&{/2 andVvVv'/

®)

Blanco et al.

Unfortunately, a monoelectronjg(1;1') partition does not
provide a partition for the bielectroniey(1, 2). However,
Li and Par?® showed that ifo = pa + pg = Oap + Opp
(with arbitrary ®x weighting factors in their general case),
then a partition for the second-order density matrix that
preserves the physical meaning of all energy contributions
in the global and both in the intra- and interatomic cases is
22(1, 2)= pa(1, 2)Oa(1)Os(2) or, symmetrizingp,®(1, 2)
= po(1, 2)(1/2)[Oa(1)Os(2) + Og(1)Ba(2)]. Both expres-
sions give the same symmetric energy results, sincg the
operator is hermitian, but only the latter fulfiltg®(1, 2)=
221, 2). Let us notice that within McWeeny’s schefe,
22(1, 2) is allowed to include as much correlation as
needed, buto,®(1, 2) is restricted to Coulomb and ex-
change terms only, making it approximately valid only in
the case of weakly correlated electron groups. In this regard,
our partition makes no approximation or assumption beyond
those needed to obtain the wave function, and #ii§1,
2) can be fully correlated.

Using this partition,o, = Yagp,°, We can partition the

2) have the same expectation value (by making the momen-two-electron energy as

tum operator hermitian within the bounded regighgjving
a kinetic energyT*, which is transferabfé and that fulfills
an atomic virial theorer®? Badef used this theorem to
partition the total energy in atomic (one-body) contributions,
E = —T = —5AT" = SAE(A) in his notation. The use of
this one-body partition, while successful, is at the core of
many criticisms of the theory. Particularly, this is only valid
at equilibrium (where Z + V = 0), unnecessarily restricting
the scope of the partition. It also hides the interatomic
interactions within a single additive contribution, interpreting
atomic energies as kinetic energies only. Thus, we will not
use this scheme in what follows, allowing for nonequilibrium
geometries and interaction contributions.

Regarding the electremucleus attraction, its operator is

defined as

U= Z\A/Sn: _ZZB/HB 9)
and thus

U= ZUA = ng’;? (10)
where

ZB
VA8 = [ VB, (Li1) oty = — f, Ap(:i dr, (1)

is the electrostatic interaction energy between electrons intions to the total energyT?,

basin A and the nucleus of atom B. WherAB, this is an

1 _
oL 0 2 o
AA 1 AB
Zvee +£ZBZ-\VGE (12)

Here we have defined, on one hand

V=2 S 2 g d, (13)
the total intrabasin interelectronic repulsion, coincident with
Bader'sVedQ2a,Q24), but on the other hand
Vee = Jo oL 2X 1, dxg dx, (14)

the total interbasin interelectronic repulsion interaction, which
is twice theVed Q24,Q2s) defined by Bader (see ref 8). In this
way, intrabasin components represent total contributions, but
the interbasin components represent interaction contributions,
which have to be halved afterward to avoid double-counting
in the global properties. This completes the partition of the
total energy using QTAM'’s zero-flux atomic basins, which
we have recast into a density matrix partitioning scheme so
that it can be easily compared with other atomic parti-
tions1®22The next subsection is devoted to rearrange all of
these energy terms into chemically meaningful contributions.

B. QTAM Energy Partition. We have several contribu-
VAR VAR andVAS (A =B or

nn?' “en?

A = B). All of them have in fact been prewously described

intra-atomic (one-center/body) nuclear attraction, whereasin the literature, although only the first three have been

when A= B this is an interatomic (two-center/body) nuclear

widely used due to the extremely high computational

attraction, monoelectronic in both cases. It is to be noticed resources needed to evaluate the two-electron integrals. The

that, since it involves different types of particles, it does not
include the 1/2 prefactor of eq 4 and also thgf = V5 in
general, since bot® and p(ri) within each basin can be
different for the two atoms. Note that the order of sub- and

superscripts does matter, i.¥57 = Vo2 = V& = Vo5,

situation has changed with the recent development of a fast
algorithm to evaluate these integrélsand thus all of the
contributions can now be used in the partition of the total
energy. However, they convey a much finer partition than
needed and present an important drawback: these properties
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have very large values when compared with the binding the atoms do not change much within the particular simula-
energy of the molecule, which can be several orders of tion and can thus be ignored as a constant. In fact, this
magnitude smaller. This comes from an almost exact partition includes also the many-body effects through the
cancellation of the different contributions and has a clear electron density matrices, derived from the many-body wave
physical meaning, as we shall shortly see. function, so that the net and interaction terms should be more
Instead of using these terms as such, we will reorganize properly called effective one- and two-body. It is also behind
them according to McWeeny’s ideas. Thus, we first gather the size extensiveness of the total energy, which is at the
all of the monatomic (effective one-body) contributions in heart of ordeiN scaling algorithms: the net energies are local

what we call the atomic net energy and simply additive, while the interaction energies are usually
A A A A of short-range, mainly with the nearest neighbors, and thus
Enet=T + Ven + Vee (15) half of their sum (their contribution to the additive energies)

o o . . for a given atom also represents a local term to the energy
containing all of the contributions from the particles ascribed ¢ 53n extensive system. This equation is also equivalent to

to atom A. Then, we define an interatomic interaction energy eq 2 in ref 14, although these authors used a HartFeek
by collecting all of the two-atom (two-body) contributions  ¢cheme.

Compared with other partition schemes, eq 17 has also
the same form as those derived from McWeeny’s energy of
interacting electron groupswhen they are variationally
optimized?” and it can also be shown to be equivalent to
that by Li and Par?? as we shall see below. Let us also
recall that, unlike Bader’s original scheme based in kinetic
energies only, our scheme is not linked to the equilibrium
nuclear geometry and can be used to analyze any point in
the potential energy surface, thus being very valuable in

1 understanding kinetics and reaction barriers, for example.
E= ZEﬁeﬁr EZBZE{:? 17) Given the simple form of eq 17, we can also group together
= several atoms to form functional groups. Let us consider the
This is the main equation in our partition scheme, which System formed by several groups of atoms7, ... We can
states that the total energy of a molecule can be exactlyd€fine the net energy of a group by adding the net energies
partitioned in net energy contributions, one-body self-energy of its constituents and their intragroup interactions (counted
terms which carry all of the intra-atomic contributions ©nce each)
(kinetic, nuclear attraction, and two-electron repulsion within 1
the atom), and interaction energy contributions, two-body Er = ZE/:Et+ —; BZE{:'E’ (20)
pairwise additive terms including all interparticle potentials =4 2=
(nucleus-nucleus, nucleuselectron, electrontnucleus, and
electron-electron). Although they are not going to be used We can also define the interaction between two groups by
in this study, it is also interesting to define, following adding all the interactions of atoms in one group with atoms

Ef =Vin +Ven +Vid +Vee (A=B)  (16)

This includes all interaction potential energies of particles
ascribed to atom A with particles ascribed to atom B and is
symmetric with respect to the A> B interchange (notice
that Voo = V52).

Using these net and interaction energies, the total energy
of the molecule can be written as

Bed’

McWeeny, the effective energy of a given atom in the other
B = Enat 3 Bt (18) B =2 D Ew (21)
= €' Bea”
which contains all the A-dependent terms in eq 17, and alsoIn this way, the total energy can be recovered from these
what we call the additive energy of an atom net and interaction group energies as
A _ A 1 -AB 2 1 GH
Eadd_ Enet+ EBZEint (19) E= ZEnet+ EZ ; Eint (22)
= g G HZG
whose value is in the recovery of the total energy by a simple an expression completely equivalent to that for atomic
sum,E = ZAEﬁdd contributions, eq 17. Thus, inasmuch as a functional group

Equation 17 has many interesting properties. First, it is is unchanged from system to system, its net energy will
equally valid for molecules and extended systems, where theremain constant, and it will be its interaction energy with
energy per unit formula will be just computed by summing other groups the one governing the combined system
up the additive energies of the atoms in this unit formula; behavior. In covalent, organic molecules, the intergroup
thus, the only infinite (but convergent) summation involved interaction will be typically dominated by a single bond
is the one over interactions with all 8 A atoms in eq 19. between the group and the backbone of the molecule, and
Moreover, eq 17 is the same one successfully used inwhenever this bond is more or less equivalent to those of
semiempirical atomistic simulations (solid and liquid state, other possible substituents, we have the classical additive
but also gas phase) over the ye#rss in which the focus character of the energy with respect to the interchange of
is in the pairwise terms, assuming that the self-energies offunctional group$ Another important possibility is for the
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groups to be entire molecules, in which case the net energiesstate into the combined system. This labeling is appropriate
will be the proper energies of each molecule, and the when there is a change in shape of the density or the atomic
interaction will be the intermolecular interaction, thus treating basin, but its larger component, by far, comes from charge
on equal footing the intra- and intermolecular interactions. transfer when this is present. For very ionic systems, the

Up to this point, we have mostly fulfilled the program reference can be set in the isolated ions, for example, but
stated in the Introduction for a good energy partition. We for intermediate systems (patrtially ionic) there is usually no
are able to identify atoms and functional groups, which are isolated-atom system that can be taken as a faithful reference.
transferable (as shown by Ba8erThe energy contains a  Nevertheless, the net energy does not change between similar
clear description of interactions, very intuitive since it is environments even for cases where there is no close enough
given in terms of the Coulombic interactions of the constitu- reference, and this constancy can always be exploited by
ent particles of each atom, and which is equally capable of taking as reference a nonisolated atomic net energy. How-
describing intermolecular interactions. In practice, the parti- ever, there is an important property to be drawn from the
tion only needs the nuclear geometry and a wave function deformation energy with respect to the isolated atoms: using
(or, equivalently, the nondiagonal first-order and the diagonal eq 17, the binding energy can be computed as
second-order density matrices), and thus it is a physical

: s 1

property of the system, as accurate as the wave function being Eping=E — ZECaC = ZEQE - _Z;Eﬁf (25)
used. A final point remains to be fully justified, that is, how 2% =
the binding energy arguments can be cast into this new

language. This will be addressed in the next subsection. order of magnitude as the binding energy itself, since the

C. Atomic Self-Energy and Deformation Energy.Itis large cancellation of the atomic contributions is alread
clear that the net energy is the quantity carrying the atomic . 9 y

identity from system to system: the core and the internal mclu_c_ied in the defqrmatlon_ energy, and so the origin of
. . . stability can be easier to rationalize. Thus, one can see the
valence are not going to change much for a given atom in

. T . binding of the molecule as the sum of a deformation energy,
different systems, and thus their kinetic energies, the attrac- ", . . o )

: . : which can be shown to be necessarily positive in homodi-
tion by its atomic nucleus, and the electreglectron

; . . . . atomics and is usually positive (depending on the reference)
repulsion (including correlation) are going to be largely the . . k )
in any other case, and an interaction energy, that is usually
same. Thus, we could take the net energy of an atom (or

functional group) in a given environment as a reference when nega‘uve.. Lh's can bﬁ descrlbgd ai t_he foIIOW|_ng v:jrtual

comparing the same atom in different environments, and its ?orrorﬁetisé ngotlee?aclj(;nsbutat\ﬁstgnr:rlse ta?r:risrégrr?]yelzsgiegrbto
changes will be very small, while those in the interaction | I T due t ?Kg int " P y
energy will be larger. This can be beautifully explained using alarger energy lowering due fo their Interaction.

an argument by Li and Pa# Eor a given atom or functional Equation 25 is equivalent to that given in Li and Parr's

. artition schemé3 where they label the deformation energy
group, we can see the influence of the rest of the system a : .7
. . . ' as a promotion energy, in view of the mental process of
a nonlocal potential acting over it. When the chemical

. : . molecule formation just mentioned. However, our scheme
environment changes (provided there is not a large charge

) . differs mainly in two points from theirs. First, the®a
transfer), we can estimate the effective energy change "~ ™. - . o o
weighting factors defining the density matrices’ partition are
through the HellmannFeynman theorem as

diffuse, continuous functions in the general case, instead of
being step functions (they can be analytically shown to
coincide with QTAM'’s partition for the K" case, but that
is no longer true when the electrorlectron interaction
comes in). Second, they put an a priori requirement into the
atomic partition, namely that it gives the lowest possible sum
constant (up to first order) for small and moderate changesOf the promot_|0|_1 energies (deformation energies n our
language). This is done so that the atoms in the molecule

in the environment of a given atom or functional group. ticall | ible 1o the f ¢ but
However, if the environment change is large, there are several2f€ €Nergetically as close as possibie 1o Ihe iree aloms, bu

factors through which the net energy can change: (i) chargeIt re?‘"?/_amt‘k"“”.tst to r;nmmmng th_l?h'net energy stu(;“nf'(or
transfer, (ii) electronic reorganization within the atomic basin, maximizing the interaction enetr.gy).' IS requirement detines
and (iii) a change in the interatomic surface. the partition into atomic densities, in the same way that the

The net energy contains all of the energy contributions zero-flux conditiqn defines ours. Ma_ny o_ther partitipqi_ng
that are already present in an isolated atom, and so the freéChemes can be mtr_oducgd by selecting different def|n|t|or_15
atomic energies are comparable in order of magnitude. Thisfor the a:com|c density yvelghtlng Ta_c“’fs- In the case of Li
fact can be exploited by taking our net energy reference asand Parr’'s scheme, while the partition can be reasonable for

that of the atoms in vacuo, thus defining what we call the hﬁmo_nur!e?r_tgndf lo‘a’. pf:)llant)l/ systems, it will fa|ldt9 meet
atomic deformation or reorganization energy chemical intuition for highly polar or ionic compounds: since

the promotion energy into ions is very large, the minimization
A =~ — E/V* (24) of the net energies will tend to make all of the atoms in the
def net ac .- .
molecule neutral, and so the traditional understanding of the
We label this as deformation since it takes into account the chemistry of these compounds as coming from a large
deformations in the atomic density on going from the free charge-transfer compensated by a larger electrostatic energy

In this way, all the contributions are usually of the same

AEg; = [,AVpq (23)

up to first order, wherq)’g is the atomic density in the
original environment. Since the potential change only affects
the interaction energy, the net energy will remain mostly
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lowering will be lost. This is not the case in our partition,
where we choose the atomic weighting functions according

and thus the interaction energy becomes

to the topology of the electron density. Thus, a charge transfer Ene = VP + Vo (29)
will be predicted whenever the electron density rearranges
in that way and not through an energy criterion. sinceVe = V% + Va8

A final word on the energy references is necessary. Itis  The V2? classical term is the one where the interaction
the behavior of the net energy, which should not change cancellations occur. Our atoms include both nucleus and
much for an atom across similar compounds, that gives theelectrons, and they tend to preserve their core and only
partition its meaning, and not the reference used to define partially share, donate, or accept their valence electrons, thus
the deformation energy. The effect of the reference is to shift being neutral or having small charges. In this we(§f; for
the atomic energies by a constant, and it is only introduced neutral atoms will be negligible if they are well separated,
for convenience in comparing the net energies of an atomand it will be positive and larger if they are closer together
in different compounds with a common level and in (bonded, one could say). Of course, if the atoms are heavily
understanding binding energies. charged, the chargecharge classical interaction will be the

D. Interatomic Interaction Energy. As already men-  |eading contribution td/4°, positive or negative for same
tioned, the interaction energy provides a very intuitive or oppositely charged atoms, respectively. In any cHse,

definition of the interaction between two atoms, including
all of the pairwise interparticle contributionsv4®, Va2,
VA2 VA2 It is thus based on the physical interaction

between the two systems, fully taking into account the

will always be much smaller than the individual terms in eq
28.

It should be recalled here that, as shown in ref 17, all of
the two-electron interactions can be efficiently computed

quantum nature of the electrons through the use of thethrough an exact and convergent multipolar expansion of
second-order density matrix in the electreglectron repul-  the energy, and the same scheme is used here for consistency
sion. It also does not make any a priori distinction between for the one-electron terms. So, each of the potential energy
bonded (i.e. atoms connected by a chemical bond), non-contributions, one- and two-electron but also one- and two-
bonded, or even intermolecular interactions, treating all of pody, can always be written as a multipolar sum. This is
them on the same basis. Of course, the ranges of interactiormost important for the classical electrostatic terms, where
energy values will be different for each of these cases andwe can define approximate energy contributions based on
also for different kinds of bonds. To better understand the the point multipoles @ are the ordet-spherical multi-
interactions, it is desirable to make a different arrangement poles of the electron density as defined in eq 26 of ref 17).
of its components: although the final atomic charges are |n this way, given the total charge of the ato®f = 7A —
usually small, and close to zero in many cases, the nuclearQQ' the leading point-charge (monopolar) term\/l%B
charges are usually much higher, and also the total numberQAQB/rAB_ Joining all of the electronic point multipole
of electrons. Thus, the above-mentioned terms will be severalcontributions, we define the long-range Coulomb ta/gy
orders ofmagmtude Igrggr than the interaction energy, while (equivalent toJ® as defined in eq 24 of ref 17). If we
an approxmate application of the Gauss theorem ensuresgpstituteQg® — Q* within Ve, thus including the point
that they will mostly cancel out for neutral systems. multipole contributions to the electremucleus and the
The second-order density matrix admits a natural partition nycleus-nucleus interaction, we obtain the long-range part
that facilitates a meaningful rearrangement, 6(1:8 presented iNyf the classical interactior\,/@,ﬁr, an approximation /2.
ref 18. We define the Coulomb term o} as p;(r.,r2) = These long-range approximations will be especially useful
p(r1)p(r2) and the Fock-Dirac exchange termagra,ra) = in understanding intermolecular interactions, where they
—p1(2;1)p1(1;2). The remainder then defines the correlation zccount for most of the interaction, but they are also valuable
density,p5™" = p» — p; — p3, and we can also define an  when discussing some intramolecular interactions.
exchange-correlation term a¥ = p; + p5", so thatp, = The exchange-correlation contribution to the AB interac-
ps + p5°. The total electrorrelectron interaction in eq 14 tion, VA%, contains all of the quantum terms in the interac-
can be then partitioned in Coulomb, exchange, and correla-tion, and it will typically be smaller than the Coulomb term,
tion terms V22, However, its importance when compared with the
classical interactionV4®, will depend on the type of

Vv, = fQAfQBPE(ly 2y, " dx dx, (26) interaction between A and B. Although we have further split

the exchange-correlation interaction into exchange and

wherer = C, X, corr. In this way correlation terms, it should be kept in mind that any such
separation is arbitrary and can produce misleading results.
VES = VAR + VB + Vi (27) Nevertheless, our Fock-Dirac-like exchange, based on the

first-order density matrix that can be derived from the
where Ve® coincides with theJ*® integral andV4® with second-order one, is uniquely defined, independent of any
—K"®in egs 10 and 11 of ref 17. Now we can collect all the  orbital representation, and coincides with the usual exchange
classical electrostatic terms in what we call the classical (with zero correlation) in the monodeterminantal limit.
interaction energy The partition into classical and quantum terms, and

into exchange- and correlation-only terms, can also be

AB __ \ /AB AB AB AB . . . . . . s
Vo =Vin T Ve T Ven + Ve (28) carried on within the intra-atomic contributions by splitting
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p2 as above, thus defining Table 1: QTAM Energy Partition for H, at the
Experimental Equilibrium Distance (0.74144 A), as
VAA = :_Lf f p5(1, 2),, *dx, dx, (30) Described by Three Different Wave Functions?
T Qpd Q ’

2707 0n Prop HF CAS[2,2] FCI
wherer = C, X, corr. This is analogous to eq 13, but it oA 16 ue 15 ue 16 ue
should be noticed thata™ and Vi so defined are half of o ~0.1021 ~0.1068 ~0.1064
the integrals’** and —K** as defined in egs 10 and 11 of o —0.3617 —0.3452 —0.3488
ref 17 when A= B. In this way,Vos = V2* + V& + Voo , 0.5608 05805 0.5845
and we can defin&/%" = Vo2 + V& and Vil = V°* + 4 1153 o I,
VAhso thatEh, = TA 4+ VA* + Vo, However, this - 0157 01628 01532

e . . . ! o . : .
partitioning will not be as useful as that in the interaction o 0.8196 08283 08267
energy, since there will not be any cancellation within the vil’* 0'1979 0'2366 0'2452
single basin. Furthermore, the net energy also contains the \/X*i* ' ' ‘
electronic kinetic energy, another quantum term with a much c 0.3957 0.3994 0.3984
larger value than the exchange-correlation one. Ve —0.1979 —0.1988 —0.1967

via, 0.0000 —0.0378 —0.0486
lIl. Energy Analysis En, —0.4566 —0.4844 -0.4871
In this section, we will present the results of our energy AT 0.0610 0.0807 0.0851
partition scheme for several chemically representative sys- A Ven —0.2157 —0.2281 —0.2255
tems. In the first subsection, we will give a thorough analysis A Ve 0.1979 0.1628 0.1532
of the hydrogen molecule, a well understood benchmark with ~ Eger 0.0432 0.0154 0.0128
which to compare any new idea. Then, we will perform a e 0.7137 0.7137 0.7137
comparative analysis of INH,O, LiF, and He, molecules A8 05974 —05975 —0.5975

. . . en " " N

representing apolar covalent, polar covalent, ionic, and van | ss 0.2619 0.2993 0.2871

. . . . ee N N N
der Waals bondm.g types,. respecuyely. Boqdmg in the Ve 0.0426 0.0423 0.0423
molecules of m_etalhc atoms is not qual!tatlvely different from Ve _0.2619 _0.2244 02365
covalent bonding, and so we will not include any example, o
while hydrogen bonding is a complicated enough issue as ¢ 05238 05237 0-5236

Ve —0.2619 —0.2522 —0.2510
to warrant a separate study. L8 0.0000 0.0279 0.0145
All of the calculations have used ttgamesscodé® to E;‘g’ 0'2 o 0' 620 0' ou
obtain the wave function and our cogeomoldento do the int -0.21 —01 ~0.194
QTAM analysis and energy partition. The wave functions  E(integ) —1.1324 —1.1509 —-1.1683
have been computed using Hartrdeock (HF, for H and E (analy) —1.1325 —1.1509 —1.1683
N,), different levels of complete active space multiconfigu- AE Aluk, 40uk, 42uE,
ration calculations (CAS|, m], n active electrons andh Ebind —0.1328 —0.1513 —0.1687
active orbitals: CAS[2,2] for B CAS[10,10] for N, a Atomic units are used throughout.

CAS[6,5] for HO, and CAS[10,10] for LiF), and full _ o

configuration interactions (FCI, for #and He). The basis ~ and thus can be used outside of the equilibrium geometry of
sets used where Pople’s 6-311G(d,p), except for He, in which the corresponding Hamiltonian. This allows us to obtain the
a cc-PVTZ Dunning basis set was used. The numerical Partition at any point of the potential energy surface, and
integrations ipromolderusedg-spheres for all of the atoms, We Will use it to follow the behavior of the different
with radii between 0.2y (H in H,0) and 1.6a, (F in LiF). components when varying the distance in thenkblecule
Inside these spheres, a 600 points Gauss-Chebychev seconl the next subsection.

kind radial quadrature and a Lebedev angular quadrature with A The Hydrogen Molecule.All of the H, QTAM energy

74 points were used, considering generalized energy multi-Partition contributions and their energy components as
poles up td. = 6. Outside theg-spheres, a trapezoidal radial  defined in section Il are gathered in Table 1. The different
quadrature with 500 points and a 1202 angular points columns refer to wave functions of increasing accuracy:
Lebedev quadrature were used, with generalized energySingle-determinant Hartred-ock, two-determinant CAS[2,2],
multipoles up to = 10 (see ref 17 for the definition of the ~and multideterminantal full Cl. The first block corresponds
computational parameters and the integration algorithm). o the atomic chargeQ?), dipole @), and quadrupole

These integrations are enough to obtain the so-called(Q}) of atom A (the one in the negativeaxis). The second

chemical accuracy, since the errors with respect to the One contains the different one-atom contributions to the net

analytical energies as given gpmessvere always smaller ~ energy,Ep., together with the atomic deformation energy,

than 0.33 kcal/mol. All of the calculations were performed Eﬁef (the change in net energy of the atom with respect to
at the respective experimental equilibrium geometries (exceptthe in vacuo reference), and itex* = X*(Hz) — X*(Hvao

for He,, where an accurate theoretical value is used indpad (XA = TA, Va2, V22) components. The third block lists the
to better compare calculations with different approximate interatomic interaction energ i’?f, and its decomposition
wave function$! We want to stress once more that our according to the various schemes proposed in the previous
QTAM energy partition does not rely on the virial theorem, subsection. Finally, the last block lists the total energy as
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recovered by the sum of the integrated QTAM contributions, subsection, these large contributions are similar to the free
the analytical value as obtained fraggamessthe total energy ~ atom ones, as we can see from té* contributions: they
integration erroAE = E(integ) — E(analy), and the binding  are an order of magnitude smaller than ¥f&§H,) values,
energy with respect to the free atom reference. except forAV’;e This is due to the special character of the
Let us first address the precision of the numerical monoelectronic H atom, with no electreglectron repulsion,
integration: the total charge is always smaller than 205 and does not happen in many-electron atoms, as we shall
e, while the error in the total energy sum is on the order of see below. The increase in kinetic energy, decrease in the
4 x 10°° E,. We have found that both absolute errors are nucleus-electron attraction, and increase in the electron
usually related, as one should expect. The main source ofelectron repulsion are consistent with Slater’'s ideas on
error in the energy lies in its largest term, the intra-atomic covalent bonding? electrons in the molecule go faster and
nuclear attraction, and it is related to the discontinuity in are closer to the nuclei, and the sharing puts them closer
the integrand at the atomic surface: the angular integrationtogether so that they repel each other more (this will also be
of a discontinuous function introduces a noise related to the true when the free ator,s is not zero). The intra-atomic
jump in the value of the function at the discontinuity. We balance still gives a positive deformation energy, which is

have observed that any error in the estimation of the chargealmost an order of magnitude smaller than &%* values.

introduces a proportional error in the nuclear attraction
integral. Thus, one could perform previous exploratory
charge integrations, of ord&# complexity, to estimate the
order of magnitude of the error in the energy, whose
calculation has arN* complexity with a much higher
prefactor (also growing with the square of the number of
atoms).

As could also be expected for,Hin which the HF
approximation gives qualitatively correct geometrical results,
the three calculations give a qualitatively consistent picture.
However, HF fails to give accurate enough values for the
kinetic and electrorrelectron contributions. Simply allowing
the mixing with the ¢)? configuration (introducing the
antibonding orbitals coming fromslAOs in the simple
orbital picture) generates a wave function in much better
agreement with the FCI result for this basis set. The
deformation energy in HF is three times larger than in CAS
and FCI, due to two complementary facts: the well-known
dissociation error of HF, which is partially translated into
the equilibrium situation, and the lack of correlation energy

This is general and reveals that the deformation energy is a
hard to partition property, coming from a very delicate
interplay of large magnitudes.

Regarding the third block in Table 1, containing the
interatomic interaction contributions, we can see that the
positive and negative (there are two, symmetrical in this
homonuclear case, electrenucleus interactions) contribu-
tions have all of them the same order of magnitude, and they
mostly cancel to give the interaction energy, smaller than
any of them (see eq 16). However, we see ¥t is quite
small and very similar in the three calculations (as they are
its componentsVA?, VA2 and V&%), while the exchange-
correlation quantum contribution is larger in absolute value
and varies with the amount of correlation energy included.
In fact, it is remarkable that the Fock-Dirac exchange
contribution in correlated wave functions is within 1% (intra-)
and 5% (interatomic, and almost equal for CAS and FCI)
the HF one. Due to this, the correlation interaction energy,
V2B is the main contribution to the differences in the

corr
interaction energies when varying the correlation energy

(which in fact mainly corrects for the latter error), of the
same order of magnitude of the overestimation.

The atomic dipoles Q’f) correspond to an outward
displacement of the electronic charge, while the quadrupolar  Finally, the total energy, the sum of the net energies of
deformation Q’Q) shifts charge outside from the inter- both H atoms plus their interaction (see eq 17), is clearly a
nuclear axis. The values are fairly insensitive to the type of large number, mainly dominated by the net energies sum.
calculation, being almost identical for the CAS and FCI However, when the binding energy is computed (eq 25), its
calculations. value is an order of magnitude smaller than the total energy,

Let us focus on the second block of Table 1, including and we also see that its main contribution comes from the
intra-atomic contributions. First of all, let us notice thaf' interaction: E° is about 2.5 times the sum of deformation
= 0: although there is one electron on average on each atomenergies in the HF case, and about 6 times larger for the
there is a non-negligible probability of having two electrons correlated cases. Thus, binding in Han be understood
on a given atomic basin. Regarding the net energy (see ecthrough a small deformation of the H atoms (8 kcal/mol each
15) it is clearly seen that it stems from the balance of the in the FCI calculation), compensated by a much larger
large, negative electremuclear attraction, and the somewhat interaction energy-122 kcal/mol), which in turn is domi-
smaller kinetic (on the order of half the absolute value of nated by the pure quantum mechanical exchange-correlation
VAR + VA2, even though no virial theorem applies to them) part (—148 kcal/mol versus 26 kcal/mol for the classical
and electron repulsion positive contributions, all of them of interaction).
the same order of magnitude as the net energy itself. The It is interesting to compare our HF results with those of
situation does not change if we define the classical and Salvador et al. in ref 14. Although they used a somewhat
exchange-correlation contributions: both are negative but still poorer basis set (6-31G(d,p), doulglé the valence instead
of the same order of magnitude as the kinetic energy. This of our triple<), the main results are equivalent within the
is inherent to the intra-atomic energies, which always bear basis set errors. The numerical precision is similar as well
large cancellations. However, as pointed out in the previous as the net, interaction, and total energies, differing in less

scheme. This did not happen with the intra-atomic contribu-
tions, where the variations in the density matrices introduced
changes in the kinetic energy and nuclear attraction.
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B Figure 2. CAS[2,2] deformation energy (Ej.,) and its contri-
o butions for H as functions of internuclear distance (ryy). The
inset shows the corresponding HF values.

en regime of covalent (i.e., electron pairing) bonds. In this
regime the system should be properly treated as two separate
and independent subsystems. The dependence introduced to
s . . . . . make a singlet from the two doublets is related to the
1 2 3 4 5 6 guantum entanglement between them: if one of the H atoms
VLN is spin-up, the other is certainly spin-down. It should be
stressed that this is not solvable with a better wave func-
tion: the CAS[2,2] gives the exact solution for this system
in the ryy — oo limit within the basis set chosen, since the

than 2 nEy,. The main difference lies in the kinetic energies, 1s HF orbital is the exact solution for H.

since our calculation is away from equilibrium to better  Although the individual components @, are widely
compare with the correlated cases, but is nevertheless ofseparated, subtracting the infinite distance limit values (free
about 4 nfey. atoms) transforms these components into ¥ values,

Let us now examine the behavior of the partition for a and the net energy intBj,;, as shown in Figure 2. Notice
wide range of distances using the CAS wave function. In that the energy scale is much smaller than that in Figure 1
Figure 1 we have included the net energy, together with its and that all of the curves go to zero g — o, but Eg,is
several components and their possible rearrangements, astill almost an order of magnitude smaller than these
functions of the internuclear distance. The net energy appearcomponents. Let us stress again th#y, is very small
to be flat in this energy scale, with a value 0.5 Ey, for whenever the charge transfer is small, and in general that
distances above h. It is clearly seen that all of its E., tends to maintain its value for a given atom up to first

net
components are large, and not much insight can be extractedrder in the variations of its environment (this fails under

Figure 1. CAS[2,2] net energy (Eﬁet, intra-atomic) and its
components for H, as functions of internuclear distance (rn).

from them. In fact, the main components andv’;’? stand large compression here and also when there is a significant
out from the rest above and below, respectively, ww@é charge transfer). Figure 2 shows that, at long distances, the
is only important at short distances. kinetic energy decreases, while the nuclear attraction in-

It is interesting to follow the independent behavior of creases, with respect to the free atom limit. Both trends are
exchange and correlation: the latter seems to go to zero atreversed at smaller distances, so that at the equilibrium
short distances, while at large distances exchange andgeometry (1.4) the kinetic energy is larger and the nuclear
correlation tend to the same limit. This result is clearly related attraction smaller than the free atom limit. On the other hand,
to the simple, two-determinantal wave function. At short the electror-electron repulsion increases monotonically from
distances, with the He atom as limit, the antibonding orbital zero (one-electron separated atoms) when decreasing the
goes into a united ato state, with a quite small contribu-  distance. Adding up all of these contributions, the deforma-
tion to correlation and hence the wave function will behave tion energy varies as follows: for distances larger thag, 5
as a single-determinant one, wi c’j" ~ 0. On the other there are large cancellations and its value is almost zero; in
hand, at large distances the singlet is in fact a 50% going from 5 to 3ay, its value increases slightly; between 3
superposition of two independent doublets, leading to this and lag it is almost flat; and finally, below &, it increases
artificial exchange-correlation partition. So, the separation sharply due to the increase of the kinetic energy (that
into exchange and correlation only makes sense when therébecomes even steeper thAV.~) and the steady increase
is a dominant determinant, and the correlation contribution of the electron repulsion energy. The HF results, shown in
comes from a partial (but not negligible) mixing with other the inset, have a completely different behavior, owing to the
configurations. In any case, one must remember that thiswrong dissociation limit.
separation is not uniquely defined. Also, the meaning of the  Figure 3 represents the-+HH interaction energyEp;,
exchange-correlation term is distorted in the long-distance and its main contributions. All of th¥,®, —V42, and V5>

nn? en’
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Figure 3. CAS[2,2] interaction energy (Ey, interatomic) Figure 5. CAS[2,2] binding energy (Eying) partition for H, as
and its components for H, as functions of internuclear distance a function of internuclear distance (fy). The inset shows the
(Fh)- corresponding HF values. Notice the coincidence of the
; . numerically integrated (circles) and analytically computed
04 & e V%: 1 (solid line) values in both cases.
‘ %
S V?(\CB Moreover, Figure 4 also includes the separation of
0.2 1 cene yAB ] the exchange-correlation interaction energy into exchange-
- S—C only and correlation-only contributions. Since the corre-
S ool lation part is much smaller than the exchange part, it is the
latter which dominated/2°, and through it the attractive
part of E,2 and also ofEyng (Since Ef is positive and
-0.2 almost flat, Figure 2). Thus, we may say thatisl mainly
bound by the exchange interaction between the two atoms,
o4 ‘ , ‘ , in the same spirit of the Heitler-London original treat-
"o 2 4 6 8 10 ment and in accordance with the traditional ideas of co-
fhH/ag valent bonding. It is important to notice that th&®

Figure 4. Alternative partition of the CAS[2,2] interaction mtegral. IS 1N fac_t (—_Jquwalent to the_ Heltler-_Londo_n reso-
energy (Ex) into classical (V4°) and exchange-correlation nance integral: it is an exchange integral in which each
(Ve2) contributions for H, as functions of internuclear dis- of the electrons is restricted to a different atom (eq 26),
tance (). through the density matrix contributiopy”®(1, 2) =

) ) —p1(2;1)p1(1;2)0a(1)Og(2). The energy lowering acquired
components are monotonic and much larger than the interacyh oy gh this delocalization is responsible for the attractive

tion energy itself, with a large cancellation that is most force compensating the electrostatic classical repulsion and
evident at long distances: all of them fall agyl/ with the intra-atomic (deformation) energy increase.
digtance, as expeqted, but theirsu_m.goes to zero mt_Jch faster, Finally, let us compare the two main components of
being the interaction eryergx;eghg@le abovaXSBThls IS binding, the deformation and the interaction energies. Figure
precisely the limit in which,, is equivalent td/ee and 10 5 presents the binding energy of, ks computed by
—Ven and also toVc™: at long distance, the point multi-  nymerical integration of its components within QTAM
polar approach is exact, and the long-range (point multipole) (symbols) and analytically withigamesgsolid line). They
component of the Coulomb interactiog;, becomes  are almost indistinguishable, the integration error being
meaningful and equivalent to the overalf® value, its always smaller than 0.1 kcal/mol and mostly independent
leading monopole term being the product of the number of of the distance. Notice the depth of the well, about E35
electrons of each atom (@ over their distance, . and that the energy scale is much smaller than in previous
Figure 4 shows the alternative partition of the interaction figures. As already mentioned, the deformation (net) energy
energy into classical and exchange-correlation terms, whichis almost flat between 1 andég, precisely the region of the
gives more chemical insight: thé}® term is almost zero  minimum, and thus the binding energy minimum is almost
for distances larger than & and largely repulsive below  coincident with the minimum of the interaction energy. On
this point, while the exchange-correlation term is monotoni- the other hand, since the deformation energy is smaller,
cally attractive. Thus, the interaction energy resemki[?s interaction dominates the overall binding behavior above 1
on its attractive part, while its repulsive contribution is ao, while the repulsion below this point is the sum of both
dominated by the classical part at small distances. At the deformation and interaction.
experimental equilibrium distance of 1a4, almost at the This picture is not clear at all in the HF results, shown in
minimum of theE/® curve, the classical part is still small, the inset of Figure 5. This is again due to the dissociation
and the interaction is dominated by the exchange-correlationproblem, which makes the three curves to have differgnt
part. — oo limits. Notice how the deformation energy is always
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Table 2: QTAM Energy Partition on Several Molecules at Their Equilibrium Geometries: Experimental for N, (1.09768 A),
H,O (0.95781 A, 104.4776°), and LiF (1.563864 A), Theoretical for He, (5.6 + 0.05 a)?

properties N2(HF) N2(CAS) H,O(CAS) LiF(CAS) Hez(FCI)
atomic N N O H F Li He
o l.4e-4 1.3e—-4 —1.0903 0.5448 —0.9299 0.9299 0.000009
of —0.6218 —0.6269 0.1828 —0.1705 0.3415 -0.0147 —0.000727
oA —0.7014 —0.6608 0.5876 0.0084 —0.1726 —0.0330 —0.004062
L 54.3857 54.5993 75.3874 0.3968 99.8543 7.3589 2.900972
var —129.3892 —129.6904 —184.4199 —0.7517 —243.8116 -16.3471 —6.751391
voa 20.8630 20.7466 34.3837 0.0447 44.3978 1.7518 0.950394
%4 —102.4366 —102.5803 —141.5102 —0.6397 —188.8937 —12.9159 —4.702448
(704 —6.0895 —6.3635 —8.5259 —0.0673 —10.5201 —-1.6794 —1.098549
74 26.9525 27.1101 42.9096 0.1120 54.9179 3.4312 2.048943
%8 —6.0895 —6.0899 —8.4137 —0.0519 -10.2325 —1.6483 —1.013100
vin, 0.0000 —-0.2736 -0.1122 -0.0154 —0.2876 —0.0310 —0.085449
AT —0.0140 0.1852 0.5678 —0.1030 0.2985 —0.0732 0.000052
AVa, —1.0352 -1.3133 —6.3206 0.2479 —5.1238 0.7989 —0.000189
AVL, 1.3036 1.1861 5.9043 0.0447 4.7557 —0.5300 0.000464
= —54.1405 —54.3445 —74.6487 —0.3102 —99.5595 —7.2364 —2.900025
Eger 0.2543 0.0579 0.1515 0.1896 —0.0696 0.1956 0.000326
interaction N—N N—N O—H H—H Li—F He—He
Ve 23.6222 23.6222 4.4199 0.3494 9.1362 0.712697
AB —22.1174 —22.1327 —4.8922 -0.1434 —10.0462 —0.712554
AB —22.1174 —-22.1327 —1.6458 —0.1434 —6.2778 —0.712554
A8 19.9235 20.1843 1.6449 0.0539 6.8579 0.711748
VP 0.2348 0.2294 —0.2751 0.1225 —0.2836 0.000001
5 —0.9239 —0.6883 -0.1981 —0.0059 —0.0463 —0.000664
vee 20.8474 20.8726 1.8430 0.0598 6.9042 0.712412
veh 1.51e3 1.29€3 4.96e4 0.1238 6.8241 0.712412
Ve —0.9239 —0.8642 -0.2112 —0.0012 —0.0456 —0.000646
Vis, 0.0000 0.1760 0.0131 —0.0048 —0.0007 —0.000018
EB —0.6891 —0.4589 —0.4732 0.1166 —0.3299 —0.000664
global
E (integ) —108.9700 —109.1479 —76.0991 —107.1258 —5.800713
E (analy) —108.9696 —109.1480 —76.0986 —107.1258 —5.800702
AE —0.0004 0.0001 —0.0005 1.8e-5 —0.000011
Ebing —0.1800 —0.3432 —0.2988 —0.2039 -1.323e—-7

a Dipoles are positive when the electrons displace toward the internuclear region, quadrupoles correspond to the z? spherical component
along the bond (the only nonzero one) except for water in which the main component is written (x2 — 2 for O with z the molecular axis, yz for
H with z the H—O line and yz the molecular plane). Atomic units are used for all properties.
positive, as mentioned in subsection 1IC for homodiatomics, of different kinds of bonding. The results for,Xboth HF
but it falls below its apparent long-distance energy. This is and CAS[10,10]), KO, LiF (at their experimental equilibrium
because its value is worse at a very long distance, but notdistances), and Heat its theoretically predictélequilib-
so much near equilibrium, where the HF determinant rium distance) are gathered in Table 2. Once again, the total
dominates within the exact wave function. On the other hand, charge integration errors are small (the largest is the one in
the interaction energy goes to zero much more slowly than water, with a 0.7 ra excess), as are the total energy
with the CAS wave function: this is due to the exchange integration errors (the largest corresponds again to water,
part, which forces a /4 behavior instead of the cancellation with a 0.5 nE;, defect).
shown by the CAS wave function results. These problems The HF dissociation problem displayed by persists in
are the main source of error for the HF wave function, which N2: the HF binding energy is half its CAS value, the
nevertheless can give qualitatively correct results when the deformation more than four times larger, and the interaction
depth of the binding energy well is larger (masking the is 50% larger in absolute value. In addition, the experimental
singlet limit dissociation error) or for noncovalent bonding geometry is away from the HF equilibrium geometry, and
cases. Also, the dominant contributions to either the defor- so the HF calculation is far from being virial-consistent. This
mation or the interaction energies can usually be correctly is the reason behind the negative valueAd™ (—0.0140
guessed within the HF scheme. Ep), since the quantum mechanical molecular calculation
B. Representative MoleculesWe will now analyze the  gives 2 + V = —0.2E;, with a clear lack of kinetic energy,
QTAM energy partition on some molecules representative whereas the calculation of the isolated atom givég2t+
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Vyac = 0.005E;. On the other hand, the rest of the HF values in ther;; * multipolar expansion. The overall-H interac-

are surprisingly good, being that the correlation energy (both tion energy is thus negative and very large, as much as the
intra- and interatomic) is the main source of error for this one for the traditionally much strongerN bond. However,
method. Thus, the HF calculation can indeed be used as aone must remember that, to get the strongly binding classical
qualitative guide of the partition results. Overall, the binding contribution, the atoms have to suffer a charge transfer and
in N> shows again a relatively small deformation energy pay a price in an also high deformation energy, so that overall
(notice that, in the CAS calculation, it is 36 kcal/mol, 3 orders the N—N bond is indeed stronger even than the twe D

of magnitude smaller than the net energy), with a large bonds together.

interaction energy-{288 kcal/mol). This interaction is again On the other hand, the nonbonded-H interaction has a
dominated by the exchange-correlation term, although in this very different behavior. The exchange-correlation contribu-
case the classical term is of comparable magnitude (144 kcaltion is almost negligible, while the classical term is larger
mol versus—432 kcal/mol for the former). This is probably and positive. Once again, this is due to the charge transfer,
due to the much larger polarization of the N atoms when with the point charge tern\/GH = 0.104E;) accounting for
compared with the H atoms (see the correspond@fg most of the interaction. Nevertheless, the short distance
dipole values), which is also responsible for the fact that between the H atoms (1.51 A) still induces a poor conver-
Eler > Elr gence of the long-range series, and'y, although not

Compared with Salvador et al. resultspur integration divergent, is still twice the real value of the interatomic
accuracy is here an order of magnitude better, due to theng. Of course, nonbonded intramolecular interactions at
considerably denser integration grids we used, but the overalllarger distances will eventually display a pure long-range
results again agree within the basis set differences (less tharbehavior. The sum of the positive classical term and the small
26 mE, for net, interaction, and total energies) for the HF negative exchange-correlation term gives a moderately
case. positive H-H interaction, as one would expect.

Let us turn to the LD molecule. Here, the charge transfer ~ The final balance of binding in the water molecule is
as obtained by QTAM is quite large, each H atom having then as follows. The charge transfer induces large and
donated more than half an electron to the O atom (notice positive deformation energies (95 kcal/mol for O and 119
that there is a 0.7 mintegration excess, the largest on these kcal/mol for H) and a repulsion between the positively
calculations, accompanied by-#.5 mEy total energy error,  charged H atoms (73 kcal/mol) that is mostly of classical
also the largest in absolute value). Surprisingly, atomic origin. However, these positive contributions are more than
dipoles are not very large, nor th@| quadrupole, but the  compensated by the two very strong-8 negative interac-

Q5 x2 — y2 component is quite large due to the asymmetry tions (~297 kcal/mol each): to a relatively large negative
of the molecule. The large charge transfer is responsible forexchange-correlation contributior-{24 kcal/mol), proper
the large deformation energies (about three times the CASof covalent systems, it adds a larger negative classical
entry for N, for example). In the case of O, the electron contribution (173 kcal/mol), coming from the polar nature
increase induces a large energy lowering throngfy°, but ~ of the bond.

this is compensated by a large increase in the interelectronic To increase further the polarity of the bond, we have
repulsion and in the kinetic energy. As mentioned before, considered LiF as a molecule widely accepted as ionic. Here,
this behavior is consistent with the traditional ideas of the QTAM charge transfer is almost the purely ionic one,
covalent bonding, where there is a charge concentration inwith 0.93 e. The fluorine atom (almost a fluoride anion)
the bonding region, and is also displayed here by the O atom,polarizes toward the lithium atom (almost a*Lcation),
which increases its total charge. However, the behavior is which in turn has a very slight outward polarization. This is
much different in the H atoms, which lose charge. For them, consistent with the classical images of polarizable anions
the kinetic energy decreases and the electrurcleus and hard, spherical-like catioAsIn addition, F is the least
attraction increases from the free atoms situation, owing to polarizable anion, hence its not so large dipole, andi&i

the decrease in the number of electrons, while the electronone of the least polarizable cations. There is also a small
repulsion increases slightly from its separated atoms zeroquadrupolar distortion along the bond.

limit. The large charge-transfer puts so many electrons into the

Regarding the interaction contributions, there is a clear F atom that its deformation energyrisgatve: the electror
distinction between the bonded, polar-@ interaction and nucleus energy decrease more than compensates for the small
the nonbonded, nonpolar-HH interaction. The first one  kinetic energy increase and the electr@bectron repulsion
displays a large and negative exchange-correlation contribu-increase. HoweverEgef is small 44 kcal/mol) when
tion, as the previous ones considered, but here the classicatompared with the much larger positive deformation energy
interaction is also negative and even larger, in contrast with of the Li atom (123 kcal/mol). The atom losing charge has
the results for Hand N. Clearly, this classical interaction negative ATY and Avg;“ but a much larger and positive
arises from the charge transfer, with a leading point-charge Av;‘n“ value (in analogy with the H results in water). In
term VSH = —0.328 E;. However, the long-range multi-  contrast, both deformation energies are small if we take the
polar series does not converge, as shown by \t@é separated ions as reference: the deformation of the fluoride
unphysically large value: there is a multipolar overlap will be —0.019E, (—12 kcal/moal), that for LT will be 0.013
(MPQV) contribution®® since this is a covalent bond, which  Ey, (8 kcal/mol), and the binding energy will be0.3361E;,
makes necessary the use of the proper short-range accountinf—211 kcal/mol, which is larger than the nonionic reference
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Enina = —128 kcal/mol, since the separated ions are higher systems, being of the same order of magnitude as the
in energy than the separated atoms). In fact, their roles aredeformation energy. In the case of the interactigif"is
inverted: F loses charge in entering the molecule, and so smaller than 1uEy, displayiry a 6 orders of magnitude
ATF andAVL," are negative for it, with positivaV; 7, cancellation of the electrostatic interactions. This is not so
while Li* gains charge upon formation of the molecule, and surprising, if we look at the accuracy of the long-range
the increments are opposite. The usefulness of each of thesenultipolar approximation Cﬁfe, exactly matching the
two energy references will depend, of course, on the context,completevgeHe integral: both He atoms are non-MPOV
but the ionic image is more appealing, with smaller deforma- and neutral, and hence tI’w%eHe point-charge contribution
tions that hint at a more faithful description of the binding has to be zero, while the other multipolar components fall
when considering ions as the components to bind. Notice, much faster with distance (the classical point dipgieint
however, that the interaction energyZ07 kcal/mol) does  dipole interaction will be about 3H,). On the other hand,
not depend on this choice, since it is computed for the atomsthe exchange-correlation component comprises most of the

already within the molecule. interaction energy in He The image is, then, that of a very
Regarding the partition of the interaction energy, the small polarization of the two atoms, having a negligible effect
exchange-correlation contribution is very smat29 kcal/ in the classical energy, with a small but non-negligible

mol), while the classical interaction is large and negative deformation energy; the binding component in the interaction
(—178 kcal/mol). This is the expected behavior in an ionic is the exchange-correlation, as expected for a dispersion-
compound, and in fact the purely point-charge interaction, bound system, although the binding energy value comes after
ng = —0.2926E;, (—184 kcal/mol), is within 3% of the  the 3 orders of magnitude cancellation of these two (interac-
total classical value. In this case, this is indeed because of ation and deformation) terms.
correct long-range behavior, sined’, is also within 2% of
V=P, and points out that both atoms are almost non-MPOV 1V. Conclusions and Perspectives
and also almost spherical, as seen by their small dipoles.An energy partition based on QTAM but using ideas from
Hence, the point charge term is a very good approximation McWeeny’s TES is proposed that splits the total energy
for the classical interaction energy. Overall, the picture for exhaustively into atomic contributions, both intra- and
this molecule is that of mostly spherical ions, with a large interatomic. The partition recovers many chemical concepts
classical interaction very well approximated by the point and an atomistic intuition about binding, by recognizing the
charge term. The large energy penalty due to ionization (paidimportance of the large contributions of the intra-atomic
through the deformation energy if we use the neutral atom energy, which should show little variation from compound
reference and through the already high reference in the ionicto compound for a given atom, and the smaller interatomic
case) is still smaller than the interaction energy gain. components that vary with the different types of interactions.
Finally, as an example of a van der Waals bonded system,In particular, this partition can fully account for the definition
we have performed a full Cl calculation on Hend and maintained identity of functional groups and can treat
partitioned its energy. The FCI calculation, using a moderate- on the same footing bonded and nonbonded interactions and
size correlation-consistent basis set, displays a very shalloweven intermolecular ones. Being based on QTAM, its atoms
minima, with a binding energy of 0.042 K (the FCI, complete have well-defined kinetic energies and are transferable while
basis set extrapolation in ref 30 is 11 K). This very low at the same time making the partition independent of any
binding energy, 0.12E;, is beyond the precision attainable arbitrariness in the wave function calculation: everything
with the numerical integration in a reasonable time. However, (including the atomic basins) is derived from the first- and
using the same numerical integration parameters as in thesecond-order density matrices, and hence it is truly a physical
rest of the calculations (but taking much more time, given property of the system. It can be applied both to single-
the number of active orbitals and determinants), we obtain determinant (HF) and multideterminant approximate wave
an error in the total energy of 14E;, the lowest in this functions.
series of compounds. This is an order of magnitude smaller The partition acknowledges the existence of large cancel-
than most of the partition components, particularly deforma- |ations to recover the binding energy, both in the intra-atomic
tion and interaction, and hence we can reliably say that theand in the classical interatomic terms, coming from the
low binding energy comes from the cancellation of these essentially unchanged and neutral atoms that form the
much larger components. This reliability has two causes: the molecules in many cases of interest. The resulting terms are
density matrices are essentially non-MPOV (faster conver- not so small when there is charge transfer, since varying the
gence), and the interatomic surface discontinuity lies in a number of electrons undoubtedly changes the intra-atomic
low-p region. energies, while the electrostatic interaction between charged
He; is possibly the worst-case scenario for the cancellation systems is quite large. Usually, the intra-atomic deformation
of properties problem: the monatomic components are of terms are positive, and they are larger in absolute value for
the order of units ofy, while the deformation is 4 orders of atoms with stronger and shorter bonds and whenever there
magnitude smaller; the interaction components are of theis a large charge transfer. Homopolar-bonded and negatively
order of 0.7E;, (even for this large distance, 2.97 A, they charged atoms generally suffer a kinetic and electron
still decrease as ), while the total interaction is 3 orders repulsion energy increase which is partially compensated by
of magnitude smaller. Nevertheless, th"e intra-atomic a corresponding decrease in the nucleelectron attraction
components display the familiar pattern for homonuclear energy, while the opposite happens with atoms losing
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electron density. The interaction energy is usually larger than (5) Bagus, P. S.; Hermann, K.; Bauschlicher, C. W.JJChem.
the deformation terms, and hence binding can be seen as Phys.1984 80, 4378.

the tradeoff of a small intra-atomic deformation energy  (6) Reed, A. E.; Curtiss, L. A.; Weinhold, Ehem. Re. 1988
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are generally negative and large, while nonbonded interac- Atoms and Molecule®xford University Press: New York,
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exchange-correlation interaction contribution as mainly o
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Abstract: A quantum chemical study of host—guest systems with dimethylene-bridged clips
and tetramethylene-bridged tweezers as host molecules and six different aliphatic and aromatic
substrates as guests is presented. The geometries and binding energies of the complexes are
investigated using the recently developed density functional theory with empirical corrections
for dispersion interactions (DFT-D) in combination with the BLYP functional and basis sets of
TZVP quality. It is found that the DFT-D method provides accurate geometries for the host—
guest complexes that compare very favorably to experimental X-ray data. Without the dispersion
correction, all host—guest complexes are unbound at the pure DFT level. Calculations of the
clip complexes show that the DFT-D binding energies of the guests agree well with those from
a more sophisticated SCS-MP2/aug-cc-pVTZ treatment. By a partitioning of the host into
molecular fragments it is shown that the binding energy is clearly dominated by the aromatic
units of the clip. An energy decomposition analysis of the interaction energies of some tweezer
complexes revealed the decisive role of the electrostatic and dispersion contributions for relative
stabilities. The calculations on the tweezer complexes show that the benzene spaced tweezer
is a better receptor for aliphatic substrates than its naphthalene analogue that has a better
topology for the binding of aromatic substrates. The tweezer with a OAc substituent in the central
spacer unit is found to favor complex formation with both aliphatic and aromatic substrates.
The theoretical results are qualitatively in very good agreement with previous experimental
findings although direct comparison with experimental binding energies which include solvent
effects is not possible. The good results obtained with the DFT-D-BLYP method suggest this
approach as a standard tool in supramolecular chemistry and as the method of choice for
theoretical structure determinations of large complexes where both electrostatic and dispersive
interactions are crucial.

1. Introduction molecular chemistry. They control the structures of proteins

The noncovalent interactions between atoms and moleculesand DNA, host-guest systems, enzymsubstrate binding,

play an important role in structural biology and supra- antiger-antibody recognition, or the orientation of molecules
on surfaces or in molecular filmg. Because of their

* Correspondingauthorphonet49)-251-8336512: e-mail: gimmes@ ubiquitous role in diverse fields the investigation and

uni-muenster.de. understanding of these weak interactions has become one
T Organisch-Chemisches Institut der UniveisNinster. of the major goals of modern chemistry. Besides the
#University of Belgrade. relatively strong hydrogen bondifg® ion pairing®8 and
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cationst interactions’ the nonspecific van der Waals (vdW, presented. Although we are aware that solvent effects are
dispersive) interactions seem much more important than firstimportant to interpret and understand the experimental

expected;1© condensed phase data (for a force-field approach to this
Molecular tweezers and molecular clips as synthesized andproblem see ref 19), we think that it is also important to
investigated in the group of Kiaefl 18 are simple hydro-  investigate the intrinsic properties of the systems in the gas

carbons containing only nonconjugated benzene and/orphase. Note, that the present DFT-D approach represents the
naphthalene rings arranged in a convex-concave molecularfirst attempt to model both the electrostatic and dispersive
topology. Experimentally, it was observed that the molecular interactions in such large complexes at a similar level of
tweezers and clips serve as selective receptors for electroriccuracy (for a CCSD(T) study of this aspect for smaller
deficient aromatic and aliphatic substrate& 8 Compu- benzene model complexes see ref 39). Force-field methods
tational methods at different levels of theory (e.g. AM1, HF/ that are usually applied for such complexes suffer from an
6-31G*, and standard density functional theory, DFT) have oversimplified description (often of point-charge type) of the
been used to generate electrostatic potential surfaces on thélectrostatic interactions.
convex and concave side of the hostThe results show After consideration of some technical details in section 2,
considerably larger negative potential within the tweezers the accuracy of the DFT-D method for binding energies and
and clips interior than at the exterior which could explain geometries is considered in section 3.1. In the following
binding of electron-deficient aromatic and aliphatic substrates sections (3.2 and 3.3) the complexes are grouped according
into the host cavity. to their host structure. The dimethylene-bridged clips (hamed
Despite the growing interest in hesguest complexation ~ CLIP1 and CLIP2 in Figure 1) and tetramethylene-bridged
processes relatively few quantum chemical computations ontweezers (named TWEEZER1-TWEEZERS in Figure 1) as
tweezer and clip systems have been reported star the host molecules and the following substrates as guest
Studies that employ reliable quantum chemical methods andmolecules are considered: cyanomethdjedicyanomethane
perform complete geometry optimizations of the complexes (2), benzene J), 1,4-dicyanobenzened), 1,4-benzene-
are still lacking, and thus, important structural information carboaldehyde), and quinone ). The detailed analysis
is often missing. From the computational point of view, ab ©f the host-guest interactions in the framework of an energy
initio methods that accurately account for the important decomposition scherffe** will be discussed in section 3.4.
dispersive interactions [e.g. CCSD(T)] suffer from very
demanding computation times even for small- to medium- 2. Technical Details
sized systems. On the other hand, the cheaper second-ordes|| density functional theory (DFF#43 and second-order
Mgller—Plesset perturbation theory (MP2}*systematically  Mgller—Plesset perturbation theory (MP23 calculations
overestimates the binding energies for dispersiwven have been performed with the TURBOMOLE package of
interactions (see, e.g. refs 226 and references therein). programs® The optimum geometries and binding energies
Another drawback for the application of correlated ab initio \ere obtained using the DFT-D metiétbgether with the
methods to weakly bound systems is the usually large basisg-| yp454¢ functional. Additionally, the spin-component-
set SUperpOSition error (BSSE) When diSperSion is dominantsca|ed MP2 approach (termed SCS'WWthh improves
for the interaction, the BSSE is often several times Iarger in genera| the accuracy of MP2 has been emp|oyed_ In all
than with mean-field methods such as HartrEeck or DFT.  DFT-D, MP2, and SCS-MP2 calculations the resolution of
Thus, additional calculations of the so-called counterpoise jdentity (RI) approximation for the two-electron integrats$
correction (CP") are mandatory. is used. The RI auxiliary basis s#& are taken from the
Recently one of us introduced an empirical correction TURBOMOLE library>!
scheme for density functional theory calculations (termed  All geometries have been fully optimized without any
DFT-D?) that accounts for vdW interactions by pairwise symmetry restrictions. Gaussian valence-tripl&O basis
additive C¢/Re potentials. Calculations with this very efficient  get augmented with polarization functions on all atoms
method have shown promising results for a wide variety of (TZVP%9) have been used in the DFT-D calculations. For
weakly bonded systertfs® (for related methods see e.g. all MP2 and SCS-MP2 calculations Dunnings aug-cc-pVTZ
refs 31-33, for other recent attempts to the DFT/VdW pasis séf has been employed. Diffuse basis functions that
problem see refs 3437). Standard DFT with current are necessary in MP2 calculations to accurately describe the
functionals of GGA of hybrid-type must strictly be avoided fragment polarizabilities do not necessarily improve the
for vdwW complexes because it fails completely not providing description of weak complexes when DFT approaches are
any binding at all (this also holds for recently proposed applied?® As long as larger monomers (with more than6!
functionals such as e.g. X3LYP, see ref 38). atoms) are considered and AO basis sets of at least TZVP
In the present study we have investigated a series of typicalquality are used, BSSE effects are quite smallQ% of
host-guest complexes with the DFT-D method. Our systems AE) at the DFT level, and the laborious calculation of the
consist of dimethylene-bridged clips and tetramethylene- counterpoise-correction (CP)an be avoided (these small
bridged tweezers as host molecules and six different aliphaticBSSE effects have been absorbed into the dispersion
and aromatic substrates as guest molecules. The ‘“real’potential, for details see ref 28). The CP correction is
systems investigated experimentally are considered withoutmandatory when correlated wave function methods are used,
any modification. The DFT-D binding energies and structures and thus all MP2 and SCS-MP?2 calculations have been CP
as obtained from full geometry optimizations will be corrected and only these values are reported.
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TWEEZER 1 TWEEZER 2 TWEEZER 3
Figure 1. Optimized structures (DFT-D-BLYP) of the host molecules CLIP1, CLIP2, TWEEZER1, TWEEZER2, and TWEEZERS3.

Table 1. Comparison of Selected Calculated and
Experimental Geometric Parameters (rin A, Angles in
Degree) for the Tetramethylene-Bridged Tweezer as Host
and 1,4-Dicyanobenzene as Guest (A@TWEEZER?2)

geometric parameter DFT-D exp
rc2—-Ce6 3.59 3.61
rC3—-C7 3.49 3.59
rC9—C10 12.50 12.62
rCl1-Ci2 3.91 4.16
angle C2—C6—C5 86.7 82.8
dihedral angle C1-C4—-C5-C8 934 95.7

Figure 2. Comparison of DFT-D-BLYP (green) and experi-
mental (red) structures for the host—guest complex 4@TWEE-
ZER2.

3. Results and Discussion
3.1. Accuracy of the DFT-D Method.In this section we
compare the DFT-D-BLYP binding energies for the smallest
system to those from MP2 and SCS-MP2 calculations. A 0.12 A shorter than found experimentally (12.62 A). The
comparison of calculated and experimental Xtgyaram- distance C1+C12 is the shortest nonbonded contact within
eters for some important geometrical variables of the the host cavity, and the calculated value of 3.91 A agrees
tetramethylene-bridged TWEEZER2 as host and 1,4-di- again well with the experimental value of 4.16 A. The
cyanobenzene as guest molecule are also presented (see Talp@sition of the guest molecule within the cavity can be
1, the atom numbering scheme is given in Figure 4). A described by the angle €Z6—C5 and the dihedral angle
graphical overlay of calculated and experimental structures C1-C4—C5—C8. The calculated and experimental values
is given in Figure 2. Both comparisons should provide some differ by only about 4 and 1.3 degrees, respectively. This
impression what accuracy can be expected from the DFT- can be considered as very satisfactory especially if one keeps
D-BLYP method for the most important properties. in mind that the potential energy surface of the hagiest

In the 4A@TWEEZER2 complex, the guest molecule is interactions are very flat (which, unfortunately, results in
placed almost parallel to the central naphthalene spacer unitmany necessary geometry optimization cycles).
with calculated distances of 3.59 A (EZ6) and 3.49 A In a successful theoretical investigatidft of the NMR
(C3—C7), respectively. This is in good agreement with the chemical shifts of the same hegjuest complex, the structure
experimentally found values of 3.61 and 3.59 A, respectively. has been optimized at the Hartrefleock level. However, in
Note, that for typical van der Waals complexes differences this work it was necessary to employ constraints in the
between theory and experiment for intermolecular distancesgeometry optimization in order to preserve the shape of the
are often about 0:20.2 A even for very sophisticated complex as observed in the X-ray structure. This underlines
theoretical treatments due to the flatness of the correspondinghe importance of the dispersive interactions that are not
potentials?®® The distance C9C10 describes the width of accounted for in standard HF or DFT calculations. With
the host cavity and is calculated to be 12.50 A which is only DFT-D, full geometry optimizations resulting in force-free
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3@CLIP1 par

3@ CLIP2 per 3w CLIP2 diag

Figure 3. Optimized structures (DFT-D-BLYP) of the host—guest complexes 3@CLIP1PAR, 3@CLIP1PER, 3@CLIP2DIAG,
and 3@CLIP2PER.

structures are possible that compare favorably with experi- 3.2. Clip Complexes.First, complexes of benzene with
mental data. the dimethylene-bridged clip (named CLIP1 in Figure 1) are
The 3@CLIP1PER complex is relatively small compared discussed.
to the other systems that will be discussed further, and, The geometry optimizations lead to two different structures
therefore, computationally more demanding treatments such3@CLIP1PER and 3@CLIP1PAR (see Figure 3). In the
as MP2 and SCS-MP2 can be performed. The MP2 and SCS3@CLIP1PER complex the guest molecule benzene is
MP2 binding energies have been obtained by rigid monomer oriented parallel to the sidewalls and almost perpendicular
calculations on the DFT-D-BLYP optimized structures. to the central benzene unit of the host molecule. The DFT-
Opposed to a previous MP2 treatment of A@TWEEZER1, D-BLYP binding energy of this complex is computed to be
we employed the large aug-cc-pVTZ AO basis in these —6.6 kcal/mol (see Table 2).
benchmark calculations that should provide a quite realistic  The binding energy of the 3@CLIP1PAR complex, where
account of the dispersive hegguest interactions. Note that the substrate molecular plane is nearly parallel to the central
as mentioned above, the BSSE is much larger for the MP2 unit, is computed to be lower by 1.4 kcal/mol. This relatively
type methods, and thus these data include the counterpoisesmall energy difference between the 3@CLIP1PER and
correction. The MP2 and SCS-MP2 hinding energies in the 3@CLIP1PAR complexes indicates that the associated
3@CLIP1PER complex are computed to-b&2.1 kcal/mol potential energy surface (PES) is quite flat. In the complexes
and—7.8 kcal/mol, respectively. As found previou&iy° >4 3@CLIP1PER and 3@CLIP1PAR the distances between the
the SCS-MP2 results for systems with-7z interactions (e.g.  benzene sidewalls (hamellin Figure 1) are computed to
benzene dimers) are much better and more consistentbe 7.43 and 9.35 A, respectively, while without any substrates
compared to standard MP2 which tends to overbind consid- bound it is computed to be 7.98 A. The increase in steric
erably. In our calculations, the SCS-MP2 values compare strain resulting from an expansion of the cavity in
favorably with DFT-D results with differences of about 1.2 3@CLIP1PAR (that has more Chis thanz— interactions)
kcal/mol. This also holds for the 3@CLIP1PER complex is certainly the main reason that the complex 3@CLIP1PER
where DFT-D and SCS-MP2 agree to within 1.8 kcal/mol, with a parallel arrangement of the substrate is more stable.
while MP2 is off by almost a factor of 2. In conclusion one Furthermore, complexes of benzene with dimethylene-
can be quite certain that the DFT-D absolute interaction bridged clips including naphthalene sidewalls (CLIP2 in
energies are accurate to about-2D% of the true values  Figure 1) are discussed. Two different structures are ob-
(slightly underbinding), while the errors on a relative scale tained: 3@CLIP2PER, with the substrate molecular plane
(i.e. when comparing different guests and/or hosts) may be oriented parallel to the receptor sidewalls, and 3@CLIP2DIAG,
even smaller. where the substrate molecule is placed parallel to the
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4@TWEEZER 1

4@ TWEEZER 2

Figure 4. Optimized structures (DFT-D-BLYP) of the host—guest complexes 1@ TWEEZER1, 1@ TWEEZER2, 3@TWEEZER1,

3@TWEEZER2, 4@TWEEZER1, and 4@TWEEZER2.

Table 2. Calculated Binding Energies (in kcal/mol) for the
Investigated Clip Complexes?

AE
molecule DFT-D-BLYP MP22 SCS-MP22
3@CLIP1PER ~6.6 (7.0) -12.1 -7.8
3@CLIP1PAR —5.2(7.6)
3@CLIP2PER —9.5(11.2) -17.8 -11.3
3@CLIP2DIAG ~7.9 (6.4)

2 aug-cc-pVTZ AO basis. ? Values in parentheses refer to a pure
DFT-BLYP treatment, i.e. without the dispersion correction.

complex is more stable than 3@CLIP2DIAG, and the binding
energies are-9.5 kcal/mol and-7.9 kcal/mol, respectively.
The characteristic distancesare computed to be 7.62 A
for 3@CLIP2PER, 10.24 A for 3@CLIP2DIAG, and 9.67
A for the host molecule without the substrate.

Inspection of Table 2 also reveals that CLIP2 with
naphthalene sidewalls forms more stable complexes with
benzene than CLIP1 with benzene sidewalls. This can be
explained by more favorable van der Waals contacts with
the naphthalene sidewalls. Similar effects for hosts with
naphthalene and anthracene sidewalls are discussed in ref

methylene bridged groups and diagonal to the sidewalls and16.

central unit (see Figure 3). A structure with benzene

3.3. Tweezer Complexedn the following we discuss the

orientated parallel to the central benzene unit similar to thosestructures and binding energies of the complexes with the
obtained with CLIP1 could not be found and instead tetramethylene-bridged molecular tweezer (TWEEZER1 in
converged to 3@CLIP2DIAG structure. The results for the Figure 1) as receptor. It was found that the bond angle
binding energies in Table 2 show that the 3@CLIP2PER distortions in molecular tweezer systems require little energy
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Table 3. DFT-D-BLYP Binding Energies (in kcal/mol) of spaced analogue TWEEZER?2, and experimentally it was
the Investigated Tweezer Complexes? found that the TWEEZER2 has an almost ideal topology for
AE the binding of aromatic derivativé$6The binding energies

for the aromatic substraté&s-6 are calculated to be-12.7
kcal/mol,—26.7 kcal/mol,—23.5 kcal/mol, and-22.2 kcal/
1 —13.7(15) —12.0(1.6) —15.0(0.4) mol, respectively. These values are-38L1 kcal/mol lower

guest @TWEEZERL1 @TWEEZER2 @TWEEZERS

2 —19.0(1.8) —16.6(1.1) —20.4(0.2) than for TWEEZERL. Inspection of the complex geometries
j _12'2 (;27'2) _;Z'; (;32'5) _;2'2 (;365) shows that the distances between the sidewalls in the
c :20'2 Ell L) :23'5 511 13) :27'7 Elb )3) aromatic TWEEZER2 complexes (nameh the Figure 1)

6 _172(9.6) —22283) 237 (9.6) has to expand only very slightly, i.e., from 12.4 to 12.6 A,

12.5, 12.4, and 12.5 A, respectively. This smaller increase
in steric strain compared to the analogue TWEEZER1
complexes where the distance between sidewalls change up

meaning that these systems are flexible enough to allow theto 0.9 A clearly leads to an additional stabilization of the
receptor sidewalls to adjust their geometry specifically for TWEEZER2 complexes. Opposed to the TWEEZER1 com-
different substrate bindint. This should be investigated in ~ Plexes, in all investigated complexes of TWEEZER2 with
this study by consideration of the six substrates. aromatic substrates the plane of the guest molecule is aligned
The binding energies (see Table 3) for small aliphatic Parallel to the central spacer unit. The optimized structures
substrates such as acetonitritd {n the 1@ TWEEZER1  Of the I@TWEEZERI1, 1@TWEEZER2, 3@TWEEZERI,
complex and malononitrile 2§ in the 2@TWEEZER1  3@TWEEZERZ2, 4A@TWEEZERI, and 4@TWEEZER?2 com-
complex are already for these small guests quite large, i.e.,Pl€xes are shown in Figure 4. Previous MP2/SVP calcula-
—13.7 keal/mol and-19.0 kcal/mol, respectively. For the tions of 4A@TWEEZERZ reported a binding energy of
complexes with the naphthalene-spaced analogue (TWEE-—38-8 kpal/mol. However, this st_udy suffers from the small
ZER?2) with the same aliphatic substrates (L@ TWEEZER2 AO basis set employed, and the important BS_SE effects that
and 2@TWEEZER?) the corresponding values are slightly hgve not been considered seem to be responsible for the large
smaller, i.e.,—12.0 kcal/mol and-16.6 kcal/mol, respec- ~ difference to our DFT-D result<18.3 kcal/mol).
tively (for the optimized structures see Figure 4). We extend our study to the molecular tweezer (named
In the experimental study¢it was shown that aliphatc =~ TWEEZERS3 in Figure 1) substituted with OAc groups in
substrates will be bound only inside the benzene-spaced hostthe central space unit. Our discussion focuses on the effect
Evidently, our calculations agree with this observation and of the substituent on the stability of the complexes with
show that the benzene-spaced tweezer is indeed a bettegliphatic and aromatic substrates. Although, the OAc groups
receptor for aliphatic substrates than its naphthalene-space@an have several different conformations in TWEEZERS,
analogue. The differenceSAE between TWEEZER1 and We only investigated the conformation in which both OAc
TWEEZER?2 are 1.72.4 kcal/mol which is large enough to  9roups point toward the molecular cavity. This conformation
explain the observed selectivity in solution (in the gas phase, is expected to allow more favorable ES interactions between
of course, most reasonably sized molecules will have the negatively charged carbonyl oxygen atoms and the
negative binding energies, and so the absolute values cannoglectron deficient substrate molecules.
be directly compared with experimental findings). The binding energies of the aliphatic substrates such as
The binding energies of the aromatic substr&tes with acetonitrile ) in 1@TWEEZER3 and malononitrile) in
TWEEZERL1 are calculated to be9.5 kcal/mol,—18.3 kcal/ the 2@TWEEZER3 complex are calculated to+E5.0 kcal/
mol, —20.2 kcal/mol, and-17.2 kcal/mol, respectively. This mol and—20.4 kcal/mol, respectively. The comparison of
underlines the importance of ES interactions because benzen#hese binding energies with the corresponding values of the
as a substrate is bound by about 10 kcal/mol less stronglyparent complexes 1@TWEEZER2 and 2@TWEEZER2
than the other guests. Inspection of the complex structuresshows that the OAc substituent favors complex formation
shows that the distances between the methylene groups ofvith aliphatic substrates. The complex formation with the
the sidewalls in the receptor molecule (nantkih Figure aromatic substrates is also favored due to presence of the
1) are expanded from 11.47 A in the empty TWEEZER1 to OAc groups. The calculated binding energies 3e16 are
12.1A,12.0,11.9, and 12.4 A in the hegjuest complexes,  —15.2 kcal/mol,—29.3 kcal/mol,—27.7 kcal/mol, and-23.7
respectively. According to these results the binding of kcal/mol, respectively, and are in the range of-1442 kcal/
aromatic substrates in the benzene-spaced tweezer requiregiol more negative than for TWEEZER?2. This is in line with
a substantial distortion of the receptor geometry which is the results of recent experimental wétkvhere the effect
only partly compensated by the attractive substraéeeptor of the several substituents in the molecular tweezers on the
interactions. Moreover, we find that all aromatic substrates complex formation was examined.
bound into TWEEZERL1 have the molecular plane aligned  3.4. Analysis of the Host-Guest Interactions. To obtain
parallel to the sidewalls of the complex, which is not the more detailed information about which parts of a molecular
case for the naphthalene-spaced TWEEZER2 as the hoshost system are involved in binding a substrate, the host in
molecule. the 3@CLIP1PER complex is portioned into three different
As mentioned above, the benzene-spaced TWEEZERL1 isparts: the central benzene unit and the two benzene rings
a better receptor for aliphatic substrates than its naphthaleneforming the sidewalls. The relative orientation of the guest

2 Values in parentheses refer to a pure DFT-BLYP treatment, i.e.
without the dispersion correction.
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Table 4. Energy Decomposition Analysis for the Binding CT/orbital interactions almost cancel. Thus, the total binding
Energies (in kcal/mol) of Some of the Investigated Tweezer energy (and also the differences between the three hosts)
Complexes are entirely given by the dispersion correction. For benzene
AEpaui AEes AEpoct AEprr AEgisp AEprr—p as a guest the situation is completely different: here, the
1@TWEEZERL 135 -90 —41 04 —145 —141 repulsive Pauli contribution is about a factor of 2 larger and
1@TWEEZER2 115 —7.7 —35 02 126 —124 overcompensates the other terms that are similar to the guest
1@TWEEZER3 162 -120 -52 -10 -149 -16.0 (1). However, in this case also the dispersion correction is
3@TWEEZERL 250 —80 -50 120 -240 —120 much larger leading overall to very similar interaction
3@TWEEZER2 268 -82 -53 133 -263 —13.0 energies for acetonitrile and benzene. In conclusion one can
3@TWEEZER3 29.0 -10.3 —6.0 127 —289 —16.2 thus say that the binding of acetonitrile is dominated by the

electrostatics while it is mostly dispersion for benzene.

. . Turning now to the different hosts it is clearly seen that all
with respect to the host fragments is kept constant and 9 y

. : ; . individual terms are (absolutely) larger for the TWEEZER3
dangling bonds are saturated with hydrogens. The interaction . : .

. . with OAc groups which leads in summary to a lower total
energies with the substrate molecule are computed tooe binding energy. This can be explained by considerifss
kcal/mol, —2.1 kcal/mol, and—1.9 kcal/mol for the three o, driving force that yields short intermolecular contacts
parts, respectively. This sums up to a total binding energy : : :
of —6.1 kcal/mol which is only slightly less than from the and thus larger (absolute) Pauli and dispersion terms for
full calculation that yielded-6.6 kcal/mol. This indicates TWEEZERS compared to TWEEZER1 and TWEEZER2

that the interactions influencing the binding energies are (similar arguments have been put forward to deconvolute

: : . . the role of potential and kinetic energy in the formation of
clearly dqmmatgd by the aromatic units (.)f the C“p and that a chemical bond, see e.g. ref 58). Note, however, that the
the bridging units only place the aromatic rings into some

more or less fixed position with respect to the guest. In the ordering of the binding energies for TWEEZER1-TWEE-
o P =Spe guest.in e 7pp3 (3> 1> 2 and 3> 2 > 1 for acetonitrile and benzene,
same spirit it was shown that individual aromatic units

dominate the NMR chemical shifts of the 1,4-dicyanobenzene respeculvely) IS ngt correctly descnbedl atthe pure DFT level

: . and entirely dominated by the small differences in the vdW
guest in the tetramethylene-bridged tweezer At&t. terms

To get even more insight into the hegjuest interactions '
in the tweezers, an energy decomposition analysis (EDA) .
of the binding energies has been performed for the tweezer#- Conclusion
complexes. The EDA has proven to give detailed information The recently developed DFT-D method with empirical
about the nature of chemical bondfgs well as for the ~ corrections for long-range dispersion effects has been used
interactions in hydrogen bonded systeth$he method has ~ to predict the structures and binding energies of hgsiest
been described in detail before and is only briefly described Systems consisting of dimethylene-bridged clips and tetra-
here. The formation of bonding between two fragments methylene-bridged tweezers as receptors and six aliphatic
(guest and host in our case) is divided into three physically and aromatic guest molecules. On the basis of the presented
plausible steps. In the first step, the fragment electronic results a number of useful conclusions considering the
densities (in the frozen geometry of the supermolecule) arestrength ofz—z and z-H interactions in the hostguest
superimposed which yields the quasiclassical electrostaticcomplexes with molecular tweezers and clips and the
interaction energy\Ees Renormalization and orthogonal-  applicability of the DFT-D-BLYP method can be drawn. This
ization of the product of monomer wave functions yield a study has shown that the DFT-D-BLYP method provides
repulsive energy term that is usually called Pauli (exchange) accurate geometries of the investigated complexes compared
repulsion AEp.y). In the final step, the molecular orbitals to the experimental X-ray data. It can therefore serve as a
are allowed to relax to their final form which yields the reliable method for fully geometry optimization of the large
(usually stabilizing) polarization, orbital and charge-transfer host-guest complexes.
interaction energy\Epoct. The SUMAE = AEgs + AEpaui For two structures of the 3@CLIP2 complex we have
+ AEpoct+ AEgisp that also includes the dispersion energy demonstrated that the DFT-D method provides accurate
term from the DFT-D approach, differs from the true binding energies compared to computationally more de-
interaction energy by the energy necessary to bring the manding SCS-MP2 calculations. By an energy partitioning
optimum monomer geometries into the form they have in into different parts of the host we have shown that the binding
the supermoleculeAEpe). The latter term is very small  in the 3@CLIP2 complex is clearly dominated by the
(<1.5 kcal/mol) in our case and not discussed further. aromatic units of the clip and that the bridging units only
Preliminary investigations of the EDA/DFT-D scheme for place the aromatic rings into the right position with respect
weakly bonded complexes have shown that the individual to the guest. The calculations for CLIP2 with naphthalene
terms compare very well to those from a more sophisticated sidewalls revealed that more stable complexes with benzene
SAPT analysig§55” are formed compared to CLIP1 which can be explained by
As can be seen from Table 4, the guests acetonitrile (1) better van der Waals contacts in CLIP2.

and benzene (3) behave very differently, while the hosts The calculations on the tweezer complexes have shown
TWEEZER1-TWEEZER3 are more similar. With aceto- thatthe benzene-spaced TWEEZER1 is a better receptor for
nitrile, the uncorrected DFT interaction energies are close aliphatic substrates than its naphthalene-spaced analogue
to zero meaning that repulsive Pauli and attractive electrostatic/ TWEEZER2. On the other hand, TWEEZER?2 has an almost
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ideal topology for the binding of aromatic substrates. (18) Klarner, F. G.; Polkowska, J.; Panitzky, J.; Seelbach, U. P.;
Moreover, our calculations have shown that all aromatic Burkert, U.; Kamieth, M.; Baumann, M.; Wigger, A. E.;
substrates bound into TWEEZER2 have the molecular plane Boese, R.; Blaer, D.Eur. J. Org. Chem2004 1405-1423.
aligned parallel to the central spacer unit, whereas in the (19) Chang, C. E.; Gilson, M. KI. Am. Chem. SoQ004 126,
TWEEZERL1 they are aligned parallel to the molecular 13156-13164.

sidewalls. The calculations on TWEEZER3 with a OAc (20) Brown, S. P.; Schaller, T.; Seelbach, U. P.; Koziol, F.;
substituent in the central spacer demonstrate that the polar Ochsenfeld, C.; Klaer, F. G.; Spiess, H. WAngew. Chem.,
OAc group favors complex formation with aliphatic and Int. Ed. 2001, 40, 717-720.

aromatic substrates. The conclusions discussed above are in(21) Ochsenfeld, C.; Koziol, F.; Brown, S. P.; Schaller, T.;
very good qualitative agreement with previous experimental Seelbach, U. P.; Kiaer, F. G.Solid State Nucl. Magn.
findings. We thus finally conclude that the DFT-D method Reson2002 22, 128-153.

represents an important tool for large scale applications in (22) Mgller, C.; Plesset, M. hys. Re. 1934 46, 618.
supramolecular chemistry where the complex geometries are
not known and where both electrostatic and dispersive
interactions are important.

(23) Cremer, D. InEncyclopedia of Computational Chemistry
von Rague-Schleyer, P., Ed.; Wiley: New York, 1998.

(24) Tsuzuki, S.; Honda, K.; Uchimura, T.; Mikami, M. Chem.
Phys.2004 120, 647-659.

(25) Sinnokrot, M. O.; Valeev, W. F.; Sherrill, C. D. Am. Chem.
S0c.2002 124, 10887.

(26) Grimme, SJ. Chem. Phys2003 118 9095-9102.
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Abstract: The theoretical chemical shifts of a large series of selenium compounds have been
calculated using GIAO-MP2 and -DFT methods in several basis sets. Reliable chemical shifts
are calculated for many compounds, especially with the mPW1PW91 exchange-correlation
functional and either a triple-¢ basis set (tzvp: 13% mean absolute error) or a limited RECP set
chosen for practical applications on complex molecules (BSL: 11.8% mean absolute error).
Molecules with three-center-four-electron bonding or low-lying n—x* states require additional
diffuse functions and nonperturbative methods, respectively, but terminal selenium anions cannot
be calculated reliably in the gas phase due to the neglect of solvation. When these cases are
excluded, the mean absolute error decreases from 16.5% to 8.9% in GIAO-MP2/BSL but only

slightly for DFT methods.

1. Introduction

well to experimental shifts of selenoproteifsContinued

Chemical shifts can be calculated using ab initio or density interest in applications of theoreticdSe chemical shifts led

functional theory (DFT) through the gauge invariant atomic
orbitals (GIAO) method with general applicability and

reasonable accuraéyFor selenium compounds, early ab
initio calculations showed that electron correlation was
necessary for computation of accurate shielding consténts.
Mgller—Plesset perturbation theory largely corrects the
inaccuracy of GIAO-HE but is highly expensive and fails

for some systemsFailures at the MP2 level can be corrected
at higher levels of theory (CCSD(T9)but these methods

are currently too expensive for practical application. DFT

us to examine the reliability of GIAO-MP2 and -DFT
methods for a broad range of selenium functionalities. Basis
set effects may be important for selenium due to the
sensitivity of the nucleus to its electronic environment. Thus
far, detailed studies of basis set effects have been limited to
GIAO-HF methods or a few small molecules. The Schaefer
et al. doublet basis set for selenium was selected for
modification with diffuse and polarization functions. Chemi-
cal shifts were also calculated using Dunning’s tripland
correlation consistent basis sets. The reliability of GIAO

promises to be an economical means of calculating chemicalShifts of geometries derived from effective core potential
shift$7 but systematic errors often result in the overestima- basis sets and GIAO-MP2//DFT chemical shifts are also

tion of the paramagnetic contribution to the shielding.
Numerical corrections such as scaling factoasljustments
to the HOMO-LUMO gap?? and level shifting of virtual
orbital energie®!! have been employed to improve DFT
results.

GIAO shifts have been used successfully to explain

examined for application to molecules of biological interest
for which MP2 geometry optimizations would be prohibi-
tively expensive.

2. Theoretical Details
Theoretical’Se NMR chemical shifts have been calculated

experimental observations of complex molecules using ¢, g4 selenium compounds using the GIAO-MP2 and -DFT

simplified modelsi213 Bayse has recently shown that theo-
retical ”7Se NMR calculations of simple systems correlate

* Corresponding author e-mail: chayse@odu.edu.

(B3LYP>16 BLYP,1716 B3P861>'® and mPW1PW9%)
methods available in Gaussiamd& onfiguration interaction
wave functions were calculated for selected species using
Gaussian98 (CIS) and GAMESS-BKCISD). The reported

10.1021/ct050136t CCC: $30.25 © 2005 American Chemical Society
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chemical shifts are derived from the theoretical isotropic should correlate well with most liquid- and solution-phase
shielding referenced to that of M®e calculated at the same experimental results. Luthra et #lexamined a series of
level and basis set (eq 1). selenides and diselenides to show a less than 20 ppm solvent-
(Sfa'°= Ofsf'CM _ e 1) dgpendent shift in aprotic solvents. Protic solvents gave Iar.ger
MesSe  ViSe differences in certain cases. In another study, the chemical
shifts of MeSe and PhSeEt in six protic and aprotic solvents
ranging in polarity from cyclohexane to DMSO show
standard deviations of roughly 7 ppihFor a selection of
cationic selenium compounds and those with selenium
adjacent to multiple bonds, the largest solvent-dependent
difference between chloroform and trifluoroacetic acid was
21 ppm? Larger solvent and phase dependencies occur in
protic solvents with anionic solutes or when the solute can
be protonated or deprotonated by the solvé/or example,
NaSeH shows an upfield shift with increasing hydrogen
bonding ability of the solvent{447 ppm (DMF),—495 ppm
(EtOH), —529 (HO)). Alkylselenols are particularly sensitive
to pH with shifts ranging from—150 to —200 ppm upon
deprotonatior¥? Given these experimental observations of
solvent dependence, correlation with gas-phase theoretical
calculations should be maximized when weak intermolecular
forces dominate solvation, but large discrepancies are
expected when solvent effects are strong (i.e., anions,
selenols).

For basis set | (BSI), selenium, phosphorus, sulfur, and
chlorine basis sets are derived from the doublelus
polarization functions basis (DZP) of Schafer ef%alhe
Se DZP basis set includes the diffuse selenium d-functions
an early study showed were necessary for accurate energetic
and geometrie® Hydrogen and first-row atoms were
represented by Dunning’s split valence trigl€TZV) basis
sef*augmented with polarization functions on all non-carbon
first-row atoms and hydrogens bonded to non-carbon heavy
atoms. BSIl adds a set of even-tempered diffuse s, p, and d
functions to all non-carbon heavy atoms. BSIII modifies BSII
by adding an additional set of s, p, and d diffuse functions
to all heavy atoms. The effects of high angular momentum
functions have been examined through the addition of f-type
polarization functions to the selenium centgs(=5.8). The
exponent of these functions was optimized through MP2
geometry optimizations on SgHAdditional f-type polariza-
tion functions were derived from this set of tight functions
by dividing the exponent by four. GIAO calculations were
also performed for a test set of 41 molecules with the . .
mPW1PW91 functional and Dunning’'s TZVP, cc-pv3z, 3. Results and Discussion
and cc-pVTZ® basis sets. The latter was modified by Theoretical chemical shifts for selected basis sets and
removing the f-type polarization functions on heavy atoms methods are listed with experimental values in Table 1.
and the d-type polarization functions on hydrogen. Tabulated results for all other basis sets and methods can be

A basis set for geometry optimizations of large systems found in the Supporting Information. Detailed comparisons
(BSL) was assembled from the relativistic effective core to previous theoretical studies will be omitted in the
potential (RECP) basis set of Hurley et?afor Se and the  following discussion, but the overlapping data found in this
Wadt-Hay RECP for P, S, and @.Oxygen, nitrogen, and  study are generally comparable to previous work.
fluorine were represented as in BSI. Hydrogens attached to To gauge the overall quality of the calculated shifts, the
non-carbon heavy atoms were represented as in BSII. Carborexperiment&f =5 and theoretical data sets shown in Table
and hydrogen atoms bonded to carbon were represented byl were plotted against one another. Plots for GIAO-MP2/
the Dunning DZ basis sé.The RECP and carbon basis BSI and GIAO-DFT(B3LYP)/BSI can be found in Figure 1
sets were modified by addition of a set of polarization and are representative of plots of data for other basis sets
functions. The selenium basis set also included an additionaland functionals. Regression and error data for additional
set of diffuse functions. The RECP basis set for selenium methods and basis sets appear in Table 2. Three outliers
was used only for geometry optimization and was replaced appear in the GIAO-MP2 data (Figure 1a). These argl{Se
with the all-electron Schafer et #.basis set used in BSI 41, a known problem case for MP2,and related ionsis-
for GIAO calculations. (42) andtrans[SeS;])%" (43). Several grougs® have exam-

Relativistic effects have not been explicitly considered in ined the problems of GIAO-MP2 with the square J|5é
these calculations, but effects due to the contraction of innercluster and conclude that DFT or multireference methods
shell electrons are uniform and cancel in the calculation of are required. Tuononen et al. have recently calculated very
the relative chemical shift®° Structural changes due to accurate chemical shifts fod1—43 using GIAO-DFT
relativistic effects should be incorporated in the BSL (BPW91 and B3PW91) and GIAO-CABOmission of41—
calculations through the RECP, but the difference between43 from the GIAO-MP2 regression provides a near 1:1
the BSI and BSL optimized geometries in this study is minor. correspondence and an overall upfield shift of 24.12 ppm
Chemical shifts were calculated on structures correspondingbased upon thg-intercept. Nakanishi and Hayashised
to the minimum of the potential energy surface; rovibrational similar plots of simple systems to calibrate method and basis
and dynamic effects have been ignored. The effects of set for their study of aryl selenides and obtained better
conformational changes on the selenium chemical shift havecorrelation (B3LYP/6-31%++G(3df,2pd), R?=0.998) but
been discussed in detail elsewhébeThe lowest energy  used a limited reference set (11 compounds) and a single
conformations were found for use in subsequent GIAO data point per compound. This study compares a test set of
calculations. 41 compounds to averages of available experimental shifts

Based upon previous studies of solvent dependence, then various solvents (Table 2j.Examination of individual
gas-phase theoretical chemical shifts presented in this workdata points shows that GIAO-MP2/BSI performs reasonably
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Figure 1. Plot of theoretical ((a) GIAO-MP2/BSI and (b) GIAO-DFT(B3LYP)/BSI) versus experiment 7’Se chemical shifts for
the compounds in Table 1.

Table 2. Regression and Error Analysis for Experimental and Theoretical Data Presented in Table 1

method geometry slope intercept R? error? errorc
GIAO-MP2/BS|2 MP2/BSI 0.993 —24.116 0.975 20.9 17.2
GIAO-DFTYBSI B3LYP/BSI 1.198 —53.642 0.966 222 21.9
GIAO-DFTYBSI BLYP/BSI 1.242 —76.400 0.935 33.0 34.2
GIAO-DFTYBSI B3P86/BSI 1.149 —26.535 0.977 17.1 17.0
GIAO-DFTYBSI mPW1PW91/BSI 1.133 —24.739 0.975 17.0 16.7
GIAO-DFT9tzvp mPW1PW91/tzvp 1.078 —26.636 0.977 13.0 13.1
GIAO-DFT%cc-pvdz mPW1PW91/cc-pvdz 1.058 —33.051 0.972 151 15.1
GIAO-DFT%cc-pvtz-fd mPW1PW91/cc-pvtz-fd 1.072 —36.055 0.976 15.1 15.3
GIAO-MP2/BSI+fa MP2/BSI+f 1.004 —18.847 0.975 20.1 16.7
GIAO-MP2/BSII2 MP2/BSII 1.025 —44.622 0.977 22.8 185
GIAO-MP2/BSII+fé MP2/BSII+f 1.034 —37.647 0.978 21.0 17.3
GIAO-MP2/BSIII2 MP2/BSIII 1.034 —39.007 0.977 21.5¢ 17.5¢
GIAO-MP2/BSL? MP2/BSL 0.998 —5.567 0.975 16.5 134
GIAO-DFTYBSL mPW1PW91/BSL 1.100 —2.240 0.978 11.8 115
GIAO-MP2/BSL2 B3LYP/BSL 1.036 —5.888 0.980 18.3 14.9

a Regression calculations in MP2 omit [Ses]?*, cis- and trans-[Se,Sy]?*.  Mean absolute error for all 41 molecules in the test set. ¢ Mean
absolute error for the test set omitting [Seq]?*, cis- and trans-[Se;S;]?*. ¢ GIAO-DFT calculations use the same functional as for the geometry
optimization. € MP2/BSIII calculations omit [SeClg]?~.

below 5% versus error exceeding 15% for shifts calculated so when diffuse functions are included. For example, the
in most all-electron basis sets. GIAO-MP2/BSI shift (-574 ppm) of [SeH] agrees well

In the data shown in Table 1, systems with large error with experimental data, but more diffuse basis sets shift it
(other tham1—43) tend to be species with terminal anionic increasingly further upfield (BSH-698) because additional
selenium 6, 8, 15, 26), low-lying n—x* excited statesi(4, basis functions allow more charge to accumulate on Se (BSI
21, 28, 39, 40), or three-center-four-electron bonding8( —0.972e; BSIl —1.020e). Similar basis set effects are
31, 32, 33, 34). The average error for each of these groups observed for some systems with electronegative atoms.
is shown in Table 3. When these groups are excluded, theMethylselenenate [MeSeO](Table 5) shows a steady
mean absolute error for the remaining ‘well-behaved’ species downfield shift with an increased basis set. The Mulliken
drops to~9% with MP2 in BSI-BSIII. The error for systems  charges show that as the basis set becomes more diffuse,
with low-lying n—x* excited states and 3c4e bonding the electron density on the oxygen increases, pulling charge
decreases with the addition of f functions and diffuse and electron density toward oxygen (BS10.921e; BSIIl:
functions, respectively, but that for species with anionic Se —1.277e) to deshield the selenium nucleus. A similar basis
increases substantially when diffuse functions are addedset dependency is observed for MeSeF, MeSeCl, Saad
(MP2/BSI: 29.4%, MP2/BSII: 39.3%, MP2/BSIII: 39.9%). other molecules with divalent selenium bonded to electro-
The large errors associated with these species lead to a nehegative atoms.
increase in error for the overall test set. For anions such as Errors for compounds with 3c4e bonding are partially due
[MeSe] or [Sef~ where the charge is localized on selenium, to an incomplete basis set and are reduced with additional
solvent interactions will serve to delocalize this charge and diffuse functions or larger basis sets (Table 3). For example,
deshield the selenium nucleus. Therefore, gas-phase theoretierror for Sek is consistently above 10% in all methods in
cal shifts tend to be upfield of the experimental values, more BSI and BSL but decreases to 7.7% in MP2/BSlI, 5.0% in
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Table 3. Error Analysis for Species with Large Error
method geometry errorb error¢ errord errore
GIAO-MP2/BSI MP2/BSI 29.4 453 17.2 9.0
GIAO-DFT#BSI B3LYP/BSI 40.0 44.1 23.1 14.4
GIAO-DFT4/BSI BLYP/BSI 54.4 74.2 41.4 22.0
GIAO-DFT4/BSI B3P86/BSI 29.3 26.3 21.0 125
GIAO-DFT4/BSI mPW1PW91/BSI 28.1 22.2 18.4 135
GIAO-DFT4/tzvp mPW1PW91/tzvp 22.3 7.0 10.7 12.6
GIAO-DFT4cc-pvdz mPW1PW91/cc-pvdz 27.4 19.3 11.3 12.7
GIAO-DFT4&cc-pvtz-fd mPW1PW91/cc-pvtz-fd 32.3 23.1 111 114
GIAO-MP2/BSI-+f MP2/BSI+f 28.7 41.3 18.0 9.1
GIAO-MP2/BSII MP2/BSII 39.3 48.6 13.8 9.2
GIAO-MP2/BSII+f MP2/BSII+f 38.7 41.9 14.5 8.9
GIAO-MP2/BSIII MP2/BSIII 39.9 44.9 12.8f 8.8
GIAO-MP2/BSL MP2/BSL 15.6 26.1 20.5 8.9
GIAO-DFT4/BSL mPW1PW91/BSL 13.8 6.5 17.6 10.5
GIAO-MP2/BSL B3LYP/BSL 17.2 33.6 19.0 9.9

a GIAO-DFT calculations use the same functional as for the geometry optimization. » Mean absolute error for terminal anionic Se species.
¢ Mean absolute error for molecules with low-lying n—x* excited states. ¢ Mean absolute error for species with 3c4e bonding. ¢ Mean absolute
error for the remainder of the test set also omitting 41—43. fMP2/BSIII calculations omit [SeClg]?~.

MP2/BSIII, and 1.9% in mPW1PW91/cc-pVTZ-fd. Aug- Table 4. Relative Energies and Chemical Shifts for

mentation with f-type Se polarization functions shows only [Seal*"
a slight improvement for the molecules with low-lying-nr* AE kealfmol? o, ppm®  d(Se—Se), A
excited states. Of this class of molecule, SeCS gives some MP2/BS| 0.0 323 2.360
of the largest errors for any molecule in this study (116% in  MP2/BSI+f —523.70 552 2.355
MP2/BSI). A plot of the MP2/BSI error for the seri@8— MP2/BSI+f' —83.36 889 2.326
40 versus the first CIS excitation energy is roughly linear ~MP2/BSI+2f —698.65 973 2.336
suggesting that the excessive error is due to an overestimation MP2/BSI+3f —767.16 1236 2.311
of the contribution of the r* excitation to the shielding MP2/BSII —270.99 286 2.364
which would be corrected with nonperturbative methods such MP2/BSII-+f —575.78 516 2.359
as DFT or CCSD. The mPW1PW91 functional with the BSL ?:"I';fj’f‘BSS”I' ‘61[3319 39 iigz
and TZVP ba_3|s sets gives the lowest error (6.5 and 7.0% CISD/BSIHHf [-332.26] 2 284
error, respectively). B3LYP/BSI (0.0) 2434 2.347
The addition of f-type polarization functions in B8l and B3LYP/BSI+f (—0.22) 2432 2347

BSII+f results in downfield shifts 0f-230 ppm for [Sg]2", exp 1958 2.283¢

slight decreases in bond length, and significant MP2 energy = Relative to BSI, DFT results are in parentheses, CISD in brackets.
corrections (Table 3). A diffuse exponent f-type polarization ° Relative to Me,Se. ¢ Reference 35a.

function (BSHf': {=0.36) was used to give a shift further

downfield and an even shorter bond length, but the correla- ge—se pond length and an improved theoretical chemical
tion energy recovered did not compare with that obtained ghift in MP2.

using the tight f function of BSH.3® Geometries of [Sg** The B3LYP chemical shifts and bond lengths in Table 4
were calculated using CISD in BSI and BS] giving Se~ (BSI, BSH) do not display large basis set dependence; the
Se bond lengths in very close agreement with the X-ray pond length remains the same, and there are only minor
structure (exp: 2.28 A; CISD/BSH: 2.284 A). The  changes in the theoretical chemical shift. Schreckenbach et
additional f function gives a significant reduction in energy g|5 performed GIAO-DFT calculations on [g§&" with the

for a variational calculation. Additional f functions in GIAO-  addition of one and two sets of f functions with no change
MP2 (BSH2f, BSH3f) successively move the [gé" in the absoluté’Se shielding constant. The hybrid functional
chemical shift downfield and reduce the bond length to within B3 consistently underestimates the theoretical shielding
0.03 A of the experimental value. These data suggest that(compare B3LYP to BLYP; B3PW91 to BPW91 in ref 36).
the problem with MP2 is fundamentally one of basis set The hybrid functionals (B3 and mPW1PW91) underestimate
which is partially corrected with f-type polarization functions. the shielding by~200 ppm, suggesting that the inclusion of
An s- or p-type function cannot mix with face-to-face the exact HF exchange results in excessive deshielding of
interactions of the filled d orbitals in the core of each these aromatic clusters.

selenium. As a result, the ring must expand to relieve The theoretical data in Table 5 for compounds that do not
repulsions between electrons in these orbitals. Inclusion of have experimental data available agree well with other known
f-type functions allow these AOs to distort away from the analogues. The quality of these comparisons is important if
ring, depleting electron density in the ring and allowing a simplified model compound$ are to be used for more
closer interaction of the d orbitals. The net result is a shorter complicated chemical systems. For the series of increasingly
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Table 5. Theoretical 7"Se Chemical Shifts for Various Selenium Compounds

GIAO-MP2 GIAO-MP2 GIAO-DFT GIAO-MP2 GIAO-DFT GIAO-DFT
MP2/BS| MP2/BSL B3LYP/BSI B3LYP/BSL mPW1PW91/BS| mPW1PW91/BSL

44 MeSeCCH 52 85 32 69 75 83
45 Me,Se0, 973 1047 884 1020 931 944
46 MeSeOH 1153 1178 1291 1188 1212 1218
47 [MeSeO]~ 836 828 868 869 815 819
48 [MeSeO,]~ 1199 1251 1122 1250 1136 1157
49 MeSeOsH 1083 1129 995 1100 1040 1043
50 Me;Se(OH); 486 520 457 512 471 480
51 Me;Se(OMe); 519 629 591 629 612 598
52 MeSeSe(0O)Me 408 393 630 476 507 507

MeSeSe(0)Me 990 1029 966 1070 957 998
53 MeSeSMe 333 348 423 386 385 388
54 MeSSe(O)Me 994 1038 979 1062 976 997
55 MeSeNH, 508 534 560 546 526 535
56 MeSeNMe, 726 717 775 742 746 737
57 H,CSe 2763 2729 3259 2720 3210 3247
58 Me,CSe 2173 2142 2358 2180 2340 2351
59 Me;Se(OH)Cl 461 510 456 517 468 485
60 MeSeF 1961 1991 2261 2000 2131 2141
61 MeSeCl 920 959 1289 1097 1171 1187
62 SeCl 446 472 638 499 546 506
63 SeF, 3414 3476 3957 3492 3734 3834
64 SesF, 1743 1584 1921 1819 1817 1817

unsaturated alkenés 3, and44 there is a roughly 110 ppm  Conclusions

downfield shift from the alkane to the alkene and-a20 Theoretical chemical shifts have been calculated in several

ppm upfield shift from the alkene to the alkyne. A similar o045 and basis sets to demonstrate the overall reliability
phenomenon has been observed in the experimental shiftg,¢ 5 a0 for a wide range of selenium functionalities. For

of a series of 2-phenyl asymmetric selenides (MeS£&TH- ‘well-behaved’ systems, the mean absolute error$0%
Ph 90 ppm, MeSeCHCHPh 186 ppm, MeSeCCPh 78 ppm). 5y e \p2 level and 1615% for B3LYP, B3P86, and

The 4§xperim_en_tal shift of methylphenylsel_enone _is 977 MPW1PW91. The mPW1PWO91 hybrid functional gives the
pplm ' ver¥ sgélarztlc;;hat of45. The theo(;etlcal ”Sht'ft (t)r]: lowest mean error for the entire test set of compounds (11.8%
zﬁerllgsatclfng&n seﬁenoketgir)fgz) ?:ggp(gzsi W(ranjl'l?he € BSL, 13.0% tzvp) and is the recommended functional based
U fi?ald shift of meth Iselenonicz acid9 reIativgpto .meth- upon the results of this limited analysis of XC functionals.

P S Yy : The larger error for DFT for this somewhat arbitrarily defined
ylseleninic acidlOmirrors observations for GBeQH (1231 set of ‘well-behaved’ molecules is due to the established
ppm) and CESeQH (981 ppm)3® Our previous study e .

: : ) . - difficulties inherent in nonexact DFT However, the suc-
reported that the theoretical shifts of the simple diselenide cessful calculation of chemical shifts for systems for which
13and selenenyl sulfid&3 compare well to the experimental MP2 fails or performs poorlyA1—43 and species with low-
shifts of biologically relevant analogué&sknown selenenyl : . per! poorty pect
sulfide oxides are found around 1050 pftwery similar to lying n—z* excited states) makes DFT an important tool

nonetheless. The reliability of GIAO-DFT is limited in many

the GIAO-MP2/BSlIII data (1027 ppm).
( ppm) of the same cases as MP2 but outperforms for EFeQ

Unfortunately, broad comparisons with experimental ana- o lenadiazol d d related
logues break down when some of the simple systems in Table,[seo‘] , SeCh, 1,2,3-selenadiazole, and [$¢ and relate

1 are compared to their aryl derivatives. Lower oxidation 1°NS but underperforms in several notable cases (e.g» Me
state selenium compounds are more affected by aryl substitu->€©: S€@ SeCh, and MeSeSeMe). However, neither DFT

tion than highly oxidized centers because the aromatic ring "°f MP2 was able to calculat;a an accurate chemical shift
can delocalize electron density located on selenium. For for MeSeEt which exceeds 30% error in every method and

example, methylselenenamidi® and N,N-dimethylmeth- basis. set. The consistency of the theore.tical sh.ifts_f-or MeSeEt
ylselenenamid&6 are upfield of aryl selenenamides which May |nd|c§1te that soIve'nt effepts contribute significantly to
typically appear between 600 and 950 pfiitwo known  the experimental chemical shift.

organoselenium dichlorides, f&eCh (586 ppm}* and Of the basis sets examined in this study, it is difficult to
MePhSeGl (488 ppm)i® appear downfield of33 due to suggest a generally reliable choice due to significant variance
phenyl effects. In comparison &, a bisbenzyl derivative,  in performance with method and functional, but a basis set
MePhSe(OBz) has a’’Se chemical shift of 663672 of at least tripleg quality would be recommended. Systems
ppm#°44Related selenoxide hydrates suctb@shave been  involving 3c4e bonding should be augmented with diffuse
proposed as intermediates in the racemization of selenoxidesunctions, and theoretical chemical shifts of terminal sele-
but have not been reported in NMR. nium anions should be treated with skepticism due to the
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absence of solvation effects. The limited RECP basis set
(BSL) gives surprisingly good results, a promising develop-
ment for the reliable calculation of theoretical chemical shifts
for the larger molecules of interest to synthetic, biological,
and medicinal chemists.

Further applications of theoretical chemical shifts are
currently being examined by this research group.

Supporting Information Available: Table of theoreti-
cal chemical shifts (GIAO-MP2 (BSif, BSII, BSII+f,
BSllII, BSI/B3LYP/BSI) and GIAO-DFT (BLYP/BSI, B3P86/
BSI, mPW1PW91/cc-pVTZ-fd)). This material is available
free of charge via the Internet at http://pubs.acs.org.
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Abstract: The distributed multipole analysis procedure, for describing a molecular charge
distribution in terms of multipole moments on the individual atoms (or other sites) of the molecule,
is not stable with respect to a change of basis set, and indeed, the calculated moments change
substantially and unpredictably when the basis set is improved, even though the resulting
electrostatic potential changes very little. A revised procedure is proposed, which uses grid-
based quadrature for partitioning the contributions to the charge density from diffuse basis
functions. The resulting procedure is very stable, and the calculated multipole moments converge
rapidly to stable values as the size of the basis is increased.

[. Introduction used in accurate work nowadays, and these are particularly
In many calculations involving the interactions between troublesome, yielding distributed multipoles that may not
molecules, it is necessary to calculate the electrostaticcorrespond to physical expectations. Moreover, there is no
interaction between molecular charge distributions. The exactconvergence as the basis set is increased; on the contrary,
expression, however, involves an integral over both chargethe distributed multipoles vary more and more wildly.
distributions and is much too time consuming for most |t should be emphasized that the overall multipole mo-
applications. Instead, it is usual to use a multipole ap- ments remain exact, but this is not helpful for short-range
proximation, and it is well-understood that, for all but the jnteractions, where the expansion in terms of overall mul-
very smallest molecules, it is necessary to use some form Oftipoles diverges, and the interaction is determined by the

distributed multipole mo_del,_in which multipole moments multipole moments for a few sites on each molecule.
are attached to several sites in each molecule, usually to each The DMA procedure works as follows. A Gaussian basis
atom but sometimes to groups of atoms and sometimes to . P . i . .
additional sites as well as the atoms. Often, only charge:sfunCtlon centered &A Is the product of a Gau§5|an function
are used, but it is recognized that, for accurate work, atomic _exp[—CA(r — A with a low-degree poly_nomlal (degree 0,
dipoles and perhaps higher moments are needed i.e., constant, fos functions, 1 forp functions, and so on).
Distributed multipole analysis (DMA)? is a simple, fast Boys showeflthat the product of two such functions, one

procedure that assigns multipole moments to each atom or2t A @nd the other aB, is another Gaussian of the same
other specified site in a molecule. It is exact, in the sense forM- The degree of its polynomial is the sum of the degrees
that the overall multipole moments constructed from the ©f the original Gaussians, and the Gaussian part is-exp]
distributed moments exactly reproduce the overall multipole (62 T Ze)(r — P)], where the “overlap centei® = (EaA +
moments of the charge distribution. However, it has become ¢8B)/(Ca + Cg). The electron density is a sum of such
clear, in the 25 years since the method was first introduced, Products, with coefficients determined from the density
that it is not stable with respect to changes of the basis set.Mmatrix. Any individual product can be described exactly in
Very large basis sets with diffuse functions are commonly terms of a sum of multipole moments of ranks up to the
degree of its polynomial; so, the product of tefunctions
* Author to whom correspondence should be addressed. Phone:Can be expressed as a pure charge, the product ®fwth
+44 1223 336375. Fax:+44 1223 336362. E-mail: ajsi@ ap as a charge plus dipole, and so on. Distributed multipole
cam.ac.uk. analysis evaluates these exact representations and ap-
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proximates each of them by a multipole expansion (nonter- to implement than other real-space partitioning schemes. It
minating, in general) about the nearest of a set of expansionuses numerical quadrature for the diffuse functions, while
sites, which comprises some or all of the atomic nuclei, and retaining the original method for the more compact ones.
perhaps some additional sites. This avoids any difficulties associated with the numerical
The nature of the problem with this method can be easily quadrature of strongly peaked functions. The method used
understood if we contemplate a simple molecule such asfor the numerical quadrature is that of BedRé!with some
carbon dioxide. In a large and diffuse basis, we may have aminor differences. A grid of integration points is constructed
diffuse p, primitive on the C atom (we take along the around each atom, and the molecular grid is the union of
molecular axis), which is very similar to an out-of-phase these atom grids. Becke associates a set of atom weights
combination of diffuses primitives on the O atoms. The with any point in space; the sum of the weights is unity, the
densities associated with these two functions af$?(@nd nearest atom having a weight close to 1 and the others having
UYy(sh — £)2 = Yy(sh)2 — AP + Y,(sP)?, respectively, where  weights close to zero. At the boundary between two atoms,
A and B denote the two oxygen atoms and C the carbon. In the weight of one atom falls smoothly to zero as the weight
the distributed-multipole procedure, each product of primi- of the other increases to 1. This is achieved by a “smoothing
tives is represented by multipoles on the site nearest to itsfunction”, and the steepness of this function is a parameter
overlap center. If we assume that both functions are of the quadrature algorithm. The density is partitioned in
normalized, the densitypf)2 becomes a chargel plus a this way into overlapping regions, each assigned to one atom.

pure quadrupol@® on the C atom. The density,(s*)? — In density-functional calculations, the parameter is usually
' + Y,(s?)?2 becomes a set of charges!/,q on each O chosen so that the smoothing function is quite steep; this
atom and+q — 1 on the C. means that many of the more distant points on each atom

Now if we change the basis, the exponents of the diffuse grid have weights close to zero and can be dropped, making
functions will be different. In one basis, the & function the integration more efficient. For the distributed multipole
may be variationally preferred as a description of this analysis, however, it is advantageous to make it less steep,
particular aspect of the charge distribution, while in another, SO that the regions associated with each atom interpenetrate
the combination o§ functions may be preferred. The actual and are more nearly spherical. The density assigned to each
charge distribution may change very little, especially if both atom is integrated over the grid for that atom to yield atomic
basis sets are large, but the distributed-multipole descriptionmultipole moments referred to the atom nucleus as the origin.
may be very different. As the size of the basis set is For calculations of multipole moments, the quadrature grid
increased, the opportunities for this kind of ambiguity needs to extend to large distances, because the multipole
increase, so the problem gets worse. Far from approachingmoment functions (the regular spherical harmonics) include
a converged description, the distributed multipoles vary ever radial factors ofrk for rank k, and the products of basis
more wildly as the basis size is increased. functions that contribute to moments of rakkhemselves

At short distances (for example, in a close end-on contact include radial factors" with n = k. Moreover, the regular
with one of the oxygen atoms), it may be supposed, and oftenspherical harmonics have a strong angular dependence at high
is assumed, that the electrostatic interaction obtained fromrank, as do the high-angular-momentum basis functions, so
the distributed multipoles could also vary significantly. In the angular integral also needs to be more accurate than is
fact, we shall see that this is not the case, but the lack of usually necessary for KohiSham calculations, where the
convergence in the description is a very unsatisfactory integral involves the total density.

feature. These considerations have prompted the development of
a new program for distributed multipole analysis. It is called

Il. A New Version of Distributed Multipole GDMA2, where the G stands for Gaussian and reflects the

Analysis fact that the program is intended for use with the Gaussian

The difficulty with standard DMA arises because the Suite of guantum chemistry programs, and it supersedes the
partitioning of the density between atoms is carried out in °lder GDMA program, which uses the original distributed

basis-function space. It has been recognized for some timeMultipole analysis.
that a partition in real space is more appropriate. Probably
the best method of this type that is currently available is the Ill. Examples and Discussion
atoms-in-molecules procedure, originally due to Ba¢eze [1l.1. Carbon Monoxide. The features that led to dis-
also references therein) and more recently developed as aatisfaction with the original distributed multipole analysis
method for distributed multipoles by Popelfefhis method are illustrated in Figure 1, where the multipole moments are
works well, but it involves a very time-consuming procedure plotted against the basis sets. It is clear that the distributed
for determining the surfaces that separate one atom basirmultipoles vary substantially with basis set and, in particular,
from another. Another recent methodses the Hirshfeld  that there is a systematic difference between the augmented
partitioning method;? apportioning electron density between and nonaugmented sets. Moreover, the values seem to be
atoms in proportion to the free atom densities at the samediverging rather than converging as the basis set is improved.
distances from the nuclei. In contrast, the behavior of the total moments is just what
The purpose of this paper is to propose a version of one would expect. The results are poor for the unaugmented
distributed multipole analysis that overcomes the strong double£ basis, but the remaining values rapidly settle down
basis-set dependence of the original version but is simplerto consistent values. The hexadecapole values are not quite
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Figure 1. Distributed multipoles (bottom) and total multipole
moments (top) for CO, in atomic units, using the original DMA
algorithm. @ denotes charge, + denotes dipoles, x denotes
quadrupoles, a denotes octopoles, and B denotes hexade-
capoles. In the lower diagram, solid lines refer to C and
dashed lines to O. “nZ”, n = D, T, Q, are abbreviations for
“cc-pVn Z".
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Figure 2. Distributed multipoles for CO, in atomic units, using
the new DMA algorithm. @ denotes charge, + denotes dipoles,
x denotes quadrupoles, a denotes octopoles, and B denotes
hexadecapoles. Solid lines refer to C and dashed lines to O.
“nZ”, n= D, T, Q, are abbreviations for “cc-pVn Z".

converged with the QZ basis, but they are affected by the

high angular-momentung) basis functions that first appear
in the QZ basis.

Stone

Table 1. Multipole Moments on the C and O Atoms of
Carbon Monoxide Using the Original Calculation Method
(Switch = 0) and the New Method, with Grid-Based
Quadrature for Products of Primitives with a Total
Exponent Less than 42

multipole switch =0 switch =4 difference
C Qo 0.244 75 —0.108 77 —0.353 52
CQu 0.544 70 0.367 55 —0.177 15
CQ —0.443 94 —0.203 48 0.240 46
CQs 0.487 55 0.870 63 0.383 08
C Qs 1.376 77 0.800 72 —0.576 05
0 Qo —0.244 75 0.108 77 0.353 52
O 0.011 59 —0.564 95 —0.576 54
0Q: 0.064 39 0.688 67 0.624 28
0 Qs —0.478 34 —0.432 66 0.045 68
O Qs 0.738 07 —0.857 87 —1.595 94
Vimax/V 0.073 34 0.074 23 0.001 23
Vinin/V —0.146 99 —0.148 23 —0.001 06

2 The last two lines of the table show the maximum and minimum
electrostatic potential on the vdW x 2 surface and the maximum and
minimum difference.

different for the two methods, the resulting electrostatic
potentials are almost identical. In Table 1, the aug-cc-pvVQZ
multipole moments are shown for the cases illustrated in
Figures 1 and 2, together with the differences. The atom
charges differ by 0.3%® and are different in sign between
old and new, and the higher multipoles also differ substan-
tially. However, the electrostatic potential on the vd\2
surface (i.e., the surface of the solid that is the union of
spheres of twice the van der Waals radius around each atom)
differs by less than 5x 105 au, or about 1.2 mV,
everywhere. Note particularly that the values shown at the
bottom of the last column are maximum and minimum
potentials, on the vdWk 2 surface, arising from the set of
multipole differences shown in the last column.

This corresponds to energy differences, for a unit charge
at the vdWx 2 surface, of about 50 microHartrees. Although
the multipole momentdiffer considerably, thelectrostatic
potentialshardly differ at all. The wide variation in multipole
descriptions provided by different basis sets is not as
troublesome as it appears at first sighny set of multipoles
will serve, provided that they are calculated with a reasonably
good basis set.

Nevertheless, the more stable description provided by the
new method has the advantage that it converges more
satisfactorily as the basis set is improved, so that it becomes
possible to assess when the basis set is of adequate quality,
and multipole moments of related systems are more com-
parable and transferable.

I11.2. Formamide. As a second example, we consider
formamide. Here, there are many more multipole moments,
too many to tabulate or even to display diagrammatically in

Figure 2 shows the distributed multipoles for the revised detail. Figure 3 shows the behavior of the atom moments as
method. It is evident that the calculated values are convergingthe basis set is improved. The solid lines denote the atom
steadily; the behavior as the basis set is improved is muchcharges; the dashed lines the magnitudes of each atom dipole,

more satisfactory.

At the same time, it is important to realize that the
difference is a matter more of perception than reality.
Although the distributed multipole moments may look very

(Q1? + Qui? + Qu1AYZ and the dotted lines the magnitudes
of the atom quadrupolesy (Q.d)¥2 The C, N, and O
charges are identified, but the other moments have not been
identified individually, as the object is just to contrast the
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Nevertheless, the much greater stability of the multipole
- . description with respect to changes of basis set, as illustrated
C ] in Figure 3, is sufficient reason for preferring the new
:_ T AR R R -] methOd

15F

05— ]

I

IV. The Program

The GDMA program is written in Fortran90 and is self-
contained. It requires as input a GaussidA@8r earlier)
formatted check-point file, together with a small controlling
data file. It can currently handle basis functions ugitan
extension to handlé basis sets is planned. The program
can, in principle, determine distributed multipole moments
up to rank 10, but the higher moments are likely to be
inaccurate unless very large angular integration grids are
used. (The original method gives results to the full accuracy
of the input density matrix and may be preferred if very high

o ES R T ranks are needed.) Various parameters can be controlled in
the data file, though the default values will usually be
adequate. The default number of radial grid points is 80;
- | | | |— more may be needed if moments higher than hexadecapole
DZ aug-DZ TZ aug-TZ QZ aug-QZ are required. The angular integration is usually carried out
on a 590-point Lebedev gri}; as noted above, a large
angular grid is needed if high-rank moments are required,
because of the strong angle-dependence of the multipole
operators. The number of grid points may be specified; any
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Figure 3. Distributed multipoles for formamide, in atomic
units, using the original DMA algorithm (bottom) and the new
(top). Solid lines denote atom charges, dashed lines denote
atom dipoles, and dotted lines denote quadrupoles. “nZ”, n

=D, T, Q, are abbreviations for “cc-pVnz”. number may be r(_aquested, and Fhe program will use th_e next-
. o . . larger size of grid. Inadequacies in the angular grid are

Table 2. Maximum and Minimum Electrostatic Potentials usually evident in small spurious nonzero values for multi-

(V) on the vdW x 2 Surface of Formamide, for Original pole moments that should be zero by symmetry. The program

and New Methods of Calculation and for Several Basis
Sets, and the Maximum Differences between Old and New
Potentials for Each Basis

can also use Gaustegendre integration over the angular
coordinates if preferred.
The radial integration is carried out using Eutédaclaurin

switch=0 switch =4

difference quadrature, as formulated by Murray et'alFollowing

basis min max min max max normal practice, the radial grid is scaled by reference to
cc-pvDZ —0.744 0714 —0745 0712  0.0034 Bragg—Slater covalent radii* but with the hydrogen radius
aug-cc-pVDZ  —0.800 0.748 —0.800 0.749  0.0073 taken to be 0.5 A, twice the Brag@later value. For the
cc-pvVTZ —0.782 0.744 —0.782 0.743  0.0041 cutoff between atoms, we use the scheme proposed by
aug-cc-pVTZ  —0.796 0745 —0.782 0.743  0.0072 Becke® The softness or sharpness of the boundary between
cc-pvVQZ —0.794 0749 —0.794 0.748  0.0047 atoms is controlled by Becke’s cutoff paramekethe effect
aug-cc-pvQz  —0.797  0.750 —0.797 0.754  0.0069 of various values is illustrated in Figure 1 of Becke’s paper.

Becke recommends a value of 3, which gives a fairly soft
] ) o cutoff; sharper cutoff functions have been uskbut the
behaviors of the two methods. It is clear that the original |5 e of 3 seems to be satisfactory for the present purpose

DMA shows no sign of settling down to a converged value 5 s the default for the GDMA program. Other values can
as the basis set is improved; on the contrary, some valuesyq specified if required. The position of the cutoff is

especially the C and N charges, appear to be diverging. Thegontrolled, again as proposed by BedRby assigning radii
behavior of the new method is considerably better. to each site and transforming the cutoff function by reference
As in the case of CO, the electrostatic potential is well- to the ratio of radii. It is customary to use the Brag@jater

described by most of the basis sets, whichever method isradii in the Becke partitioning, but this leads to rather
used. In this case, the original DMA leads to very large implausible multipole momentsrather large and not in
charges on the atoms when the cc-pVQZ basis is used.keeping with chemical intuitionthough, like the multipoles
Nevertheless, the differences between the old and newfrom the original method, they lead to accurate electrostatic
methods in the electrostatic potential on the velV surface potentials. The default procedure in the GDMA program is
are still less than 1% of the potential itself, as Table 2 shows. to set all the radii equal for this purpose, so that the boundary
The corresponding energy differences, for a unit charge atbetween neighboring atoms comes halfway between them.
the vdW x 2 surface, are a few meV, or less than 0.5 kJ Any additional multipole sites are also assigned the same
mol™%, and are significantly smaller than the differences radius. However, any of the radii may be changed if required,
between the better basis sets when the same method ofn the data file controlling the program, and a somewhat
calculation is used for both. smaller radius is probably appropriate for hydrogen atoms.
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The results given above for formamide were obtained with is very stable with respect to increasing basis set size and,
the hydrogen radius set to 0.35 A and the rest to 0.65 A. indeed, reaches convergence for relatively modest basis sets.

The other main controlling parameter determines the
switch between old and new integration methods. If the sum
Ca + Cg oOf exponents in a product of primitives is larger
than the specified switch value, the product function is
regarded as compact and can be efficiently and accurately
integrated using Gauss$iermite quadrature. This is the
method used in the original DMA and GDMA programs. If
the sum of exponents is smaller than the switch value, the
product function is relatively diffuse, and it is evaluated on
the quadrature grid to accumulate the diffuse contribution
to the total density. Finally, the multipole moments are
evaluated from the diffuse density, the integration being
carried out for each atom grid separately and the moments
assigned to the corresponding atom. A value of 4 has been
found satisfactory for the switch between methods. A value
of zero causes the old method to be used throughout.

Integration over a grid is a slow process, and treating every
product of primitives individually makes it even slower, so
the new method is considerably slower than the—dig a
factor of 2 orders of magnitude or metrbut the computation
times are still short enough not to be a concern. For
formamide, with a cc-pVQZ basis set (255 basis functions)
and a large integration grid, the time needed is a few minutes
on a Pentium 4 workstation. The CPU time scales roughly
as the square of the number of diffuse functions in the basis.

The program can be downloaded from my web site,
www.stone.ch.cam.ac.uk, and full documentation is provided.

V. Conclusions

Although the distributed multipole analysis procedure, as
originally defined, was entirely satisfactory 25 years ago,
when small basis sets were the norm and few calculations
included diffuse functions, it becomes less satisfactory for
modern large basis sets with many diffuse functions. As the
basis set size is increased, the distributed multipole moments
do not approach converged values but oscillate in a divergent
fashion. The overall molecular moments, and the electrostatic
potential derived from the distributed multipoles, do converge
satisfactorily with increasing basis set size, but the lack of
converged distributed multipoles is, nevertheless, an unsat-
isfactory feature.

The revised method described in this paper deals with this
problem by integrating the diffuse contributions to the
electron density by grid-based quadrature, while the more
compact functions are handled by exact Gatidsrmite
quadrature as in the original procedure. The resulting method
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Abstract: A new charge model, called Charge Model 4 (CM4), and a new continuum solvent
model, called Solvation Model 6 (SM6), are presented. Using a database of aqueous solvation
free energies for 273 neutrals, 112 ions, and 31 ion—water clusters, parameter sets for the
mPWO hybrid density functional of Adamo and Barone (Adamo, C.; Barone, V. J. Chem. Phys.
1998, 108, 664—675) were optimized for use with the following four basis sets: MIDI!6D, 6-31G-
(d), 6-31+G(d), and 6-31+G(d,p). SM6 separates the observable aqueous solvation free energy
into two different components: one arising from long-range bulk electrostatic effects and a second
from short-range interactions between the solute and solvent molecules in the first solvation
shell. This partition of the observable solvation free energy allows SM6 to effectively model a
wide range of solutes. For the 273 neutral solutes in the test set, SM6 achieves an average
error of ~0.50 kcal/mol in the agueous solvation free energies. For solutes, especially ions,
that have highly concentrated regions of charge density, adding an explicit water molecule to
the calculation significantly improves the performance of SM6 for predicting solvation free
energies. The performance of SM6 was tested against several other continuum models, including
SM5.43R and several different implementations of the Polarizable Continuum Model (PCM).
For both neutral and ionic solutes, SM6 outperforms all of the models against which it was
tested. Also, SM6 is the only model (except for one with an average error 3.4 times larger) that
improves when an explicit solvent molecule is added to solutes with concentrated charge
densities. Thus, in SM6, unlike the other continuum models tested here, adding one or more
explicit solvent molecules to the calculation is an effective strategy for improving the prediction
of the aqueous solvation free energies of solutes with strong local solute—solvent interactions.
This is important, because local solute—solvent interactions are not specifically accounted for
by bulk electrostatics, but modeling these interactions correctly is important for predicting the
aqueous solvation free energies of certain solutes. Finally, SM6 retains its accuracy when used
in conjunction with the B3LYP and B3PW91 functionals, and in fact the solvation parameters
obtained with a given basis set may be used with any good density functional or fraction of
Hartree—Fock exchange.

1. Introduction extensive conformational analysis, and large libraries of
Continuum solvent models are an attractive alternative to compounds. Continuum solvent models have advanced to a
explicit solvent approaches, because they require less compoint where aqueous solvation free energies of typical neutral
putational effort, making them applicable to larger solutes, organic solutes can usually be predicted accurately to better
than 1 kcal/mol. However, the development of methods for
* Corresponding author e-mail: cramer@chem.umn.edu (C.J.C.) accurately predicting aqueous solvation free energies of ionic
and truhlar@chem.umn.edu (D.G.T). solutes has been much less successful. In part, this is due to
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the limited availability of experimental solvation free energies single common contour value could be used to accurately
for ionic solutes. Unlike neutral solutes, for which aqueous predict their absolute aqueous solvation free energies.
solvation free energies can be obtained directly from partition Chipman attributed this finding to the inability of a con-
coefficients of solutes between the gas phase and dilutetinuum model alone to account for strong aniamater
agueous solution, agueous solvation free energies of ionicinteractions in the first solvation shell and suggested that
solutes must be determined from other experimental observ-better results might be obtained by augmenting continuum
ables. Because of this, there is a certain degree of uncertaintysolvent calculations with other complementary methods that
associated with making direct comparisons between calcu-are especially designed to account for specific short-range
lated and experimental agqueous solvation free energies forinteractions.
ions, making the development of a model that is able to treat  Adding explicit solvent molecules has been a popular
neutral and ionic solutes at the same level of accuracy a verystrategy for trying to incorporate the effects of specific
challenging task. In addition, because of strong electrostatic solute-solvent interactions into continuum solvent calcula-
effects arising from localized solutesolvent interactions, the  tions. Often, this involves treating enough solvent molecules
magnitudes of solvation free energies are much greater forcjassically or quantum mechanically to account for at least
ions than for neutrals, requiring smaller percentage errorsthe entire first solvation shell around the given soltite.
for the same absolute accuracy. Because the differentialpepending on the solute, this may require a large number
solvation free energy between a given acid/base pair can bepf explicit solvent molecules, which can lead to a significant
used in various thermodynamic cycles to determi@, p  increase in the amount of computational effort expended. In
developing a model that can be used to predict these freeaddition to this problem, there are several other potential
energies accurately is a high priority. problems associated with treating solvent molecules explic-
A number of different strategies have been used to accountitly. First, for many solutes, there is no easy way to determine
for short-range interactions within the framework of con- the number or orientation of explicit water molecules in the
tinuum solvation theory? For example, the SKseries of first solvation shell. For example, X-ray diffraction experi-
models developed by our co-work&r and us augments mentg® and various theoretical calculatidds® lead to
the electrostatic portion of the calculated solvation free average coordination numbers ranging from 6 to 9.3 for the
energy with an empirical term that accounts for, among other C&" ion, suggesting that several different solvation structures
things, deviations of short-range interactions, primarily those exist. Second, even for solutes for which the first solvation
in the first solvation shell, from the bulk electrostatic limit. shell is well defined, to properly treat even a few solvent
Although this approach has been very successful in predictingmolecules explicitly will most likely involve the need to
solvation free energies of neutral solutes, it remains unclearsample over a large number of conformations that are local
whether this type of correction to the solvation free energy minima. Finally, introducing explicit solvent molecules will
can be applied to ionic solutes with the same success. not yield more accurate solvation free energies if the level
A key issue in predicting the large electrostatic effects Of theory used to treat the system is not high enough. Because
involved in solvation of ions is determining the shape of the Properly treating nonbonded interactions usually requires
cavity that is used to define the boundary between the treatment of electron correlation and the use of fairly large
electronic distribution of the solute and the continuum basis set§] any realistic attempt at using solutesater
solvent. In all of our recent Skmodel$2¢ (including the clusters to calculate aqueous solvation free energies requires
one presented in this article), a single set of radii that are an accurate treatment of the entire sottgelvent system,
dependent only on the atomic number of the given atom arewhich is practical only for small numbers of solvent
used to build up the molecular cavity. More elaborate molecules. Despite these problems, hybrid approaches com-
methods for assigning atomic radii depend on the local bining quantal and classical treatments of solvent molecules
chemical environment of the atotr.22 One such prescrip- have had some success in predicting agueous solvation free
tion, called the united atom for Hartre€ock (UAHF) energies of ions. For example, Pliego and Riveros shetved
method? assigns radii to atoms based on their hybridization that for a test set of 17 ions, including several explicit water
states, what other atoms are bonded to them, and their formamolecules in the continuum calculation significantly im-
charge. These radii are often used in conjunction with the proved the performance of the model. To determine the
popu|ar p0|arizab|e continuum models (PCM-S)AIO predict number of EXp"Cit solvent molecules required in the calcula-
aqueous solvation free energies. Other methods have beefion, these workers developed an approach in which the
proposed in which the atomic radii depend on partial atomic a@dqueous solvation free energy of the bare solute is minimized
charge, and several groups have had some success usingith respect to the number of coordinating watéBesides
charge-dependent atomic radii in continuum solvation Predicting solvation free energies of ions, this approach has
calculations$5-4! although the work has been limited to a @lso been used to predict solvatochromic skifft8,where
small number of solutes. Other methods define the solute €xplicit solute-solvent effects between the electronically
cavity as the contour on which the solute electronic density €xcited solute and surrounding solvent molecules can have
is equa| to some constant valtfeFor examp|e, Ch|pman Iarge effects on both the magnitude and direction of the shift.
has recently show that using a value of 0.00&/a,® for In the present paper, we will present a new continuum
the isodensity contour along with a continuum métielsults solvent model called Solvation Model 6 (SM6). This model
in accurate aqueous solvation free energies for a series ofis similar to our most recently developed previous continuum
protonated amines. However, Chipman also showed in hismodel, called SM5.43F&:6but improves on it in a number
work®® that for a series of oxygen-containing anions, no of significant ways. In both of these models, SM6 and
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SM5.43R, the aqueous solvation free energy is calculatedbeen optimized for kinetics (resulting in the MPW1K
as a sum of free energies arising from long-range bulk functionaf®), X = 40.6 for Y~ + RY nucleophilic substitution
electrostatic effects, which are calculated by a self-consistentreactions (Y= F, Cl; the MPW1N functiondl), X = 6 for
reaction field (SCRF) calculatiof?>”*8 and those from conformations of sugaf§,andX = 25 has been suggested
nonbulk electrostatic effects, which are calculated using the for predicting heats of formatiéf(this is the mPW1PW91
solvent accessible surface area (SASA)of the solute and  functional of Barone and Adanfd,which they also call

a set of atomic surface tensions that depend on a set ofmPWO and which we also refer to as MPW25, or MRW
empirical parameters and the geometry of the solute. SM6with X = 25). We chose to base the present parametrizations
differs from SM5.43R in two important ways. First, SM6 on the MPWK hybrid density functional for two reasons.
uses an improved charge model, called Charge Model 4First, as mentioned above, methods for predicting various
(CM4), for assigning partial atomic charges. CM4 is a new gas-phase properties that employ different valueX with
charge model developed as part of the present effort, and itthis functional have already been developed, and it is useful
is presented later in the text and in the Supporting Informa- to have a set of solvation parameters that can also be used
tion. Second, SM6 is parametrized with a training set of with anyX. Second, the MPW functional has been shown
aqueous solvation free energies that has been improved irto be more accurate than the popular B3IYBnd HF°
three ways: (1) the neutral portion of the training set has methods for predicting energies of reaction and barrier
been extended to include molecules containing certain heights®®’* Furthermore, two of the parametrizations pre-
functionalities that were not present in the SM5.43R training sented here are for basis sets containing diffuse functions.
set, (2) we use a larger and improved set of data for ionic This is important because diffuse functions are often required
solutes, and (3) aqueous solvation data for variouseater for accurate calculations of conformational energies and
clusters and the water dimer have been added, and the entir®arrier heights? Thus, the parametrizations based on the
philosophy of the parametrization of Coulomb radii is 6-314+G(d) and 6-31G-(d,p) basis sets are of special interest,
changed to reflect the use of cluster data in place of bare-because they can be applied in cases where one wants to
jon data for cases where continuum solvent models areuse the same level of theory for calculating relative energies
expected to be inadequate for bare ions. in the gas phase and in the aqueous phase.

SM6 calculations may use any reasonable gas-phase or In addition to parametrizing a new charge model and a
liquid-phase geometry of the solute to calculate its aqueousNeWw aqueous solvent model, the present article has a third
solvation free energy. In addition, geometry optimizations 9oal, namely, to ascertain what effect adding explicit solvent
in the liquid phase using analytical free-energy gradients can molecules has on the accuracy of continuum solvent models
be efficiently carried out® We previously denoted the case for predicting aqueous solvation free energies. For this, we
for which aqueous solvation free energies were calculated 2dded aingleexplicit water molecule to some of the solutes
using gas-phase geometries with the suffix “R” and those in in our training set, and we used the resulting sotstelvent
which they were calculated using liquid-phase geometries cluster to calculate the aqueous solvation free energy. Since
by dropping the “R” suffix (which stands for “rigid”); here the effort in this approach is modest because we are limiting
we will drop the “R” suffix in all cases and use the standard the number of explicit water molecules to one and because
Pople notation. For example, a single-point SM6 calculation the solute-solvent system will be modeled as a single, rigid
at the MPW25/6-33G(d,p) level using a gas-phase geom- conformation, the approach is very practical and does not
etry optimized at the MPW25/MIDI! level of theory would have most of the problems associated with adding several

be written as SM6/MPW25/6-31G(d,p)//MPW25/MIDI!, explicit solvent molecules that were outlined above. Fur-
whereas if the consistent liquid-phase geometry were used thermore, the comparison between aqueous solvation free
this calculation would be written as SM6/MPW25/6-3%- energies calculated using bare solutes to those calculated

(d,p). A solvation free energy calculated by SM6/MPW25/ Using solute-solvent clusters provides insight into whether
6-31+G(d,p) at a gas-phase geometry computed by the samecontinuum solvent models are appropriate for calculating
electronic structure level (i.e., MPW25/6-8G(d,p)) canbe ~ @dueous solvation free energies of sotuteter clusters as
denoted SM6/MPW25/6-32G(d,p)//MPW25/6-3%G(d,p) well as whether the performance of these models can be
or for short SM6/MPW25/6-3:G(d,p)/k, where /§j denotes improved in cases where specific localized sokgelvent

a gas-phase geometry at the same level. interactions are expected to play a large role in determining

Four new parametrizations of SM6 for the MPWybrid an aqueous solvation free energy. _
density functional will be presented, where each parametriza- S€Ction 2 presents the experimental data used to train and
tion uses a particular basis set. These four basis sets ard€St the new model, which is itself presented in section 3.
MIDI!6D 662 and Pople’§ popular 6-31G(d), 6-3tG(d), S_ectlon 4is concerned_ with parametrization, a_nd se_ct|on 5
and 6-31-G(d,p) basis sets. The MPXVfunctional uses gives the results. Se_ctlons 6 and 7 present discussion and
Barone and Adamo® modified version of Perdew and Conclusions, respectively.

Wang’s exchange function&l,Perdew and Wang's PW91

correlation functional, and a percentagef Hartree-Fock 2. Experimental Data

exchangé® The parameters presented here can be used with2.1. Standard StatesAll data and calculations are for 298
any value ofX, which is a stability feature pointed out in a K. All experimental and calculated gas-phase free energies
previous papet This is particularly useful, because depend- are tabulated using an ideal gas at 1 atm as the reference
ing on the problem, it may be advantageous to optinXize state. Free energies that employ this standard state definition
in the gas phase or in solution. For examples 42.8 has will be denoted by the superscrigt’* All experimental and
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Scheme 1 mol that was used in our previous training $&t5 has been
AGis (BE) replaced by a value 6f3.91 kcal/mol that was also obtained
HyO(gas) + Hy0(gas) ———>  H,0-H,0(gas) using experimental values for the vapor pressure and aqueous
solubility.”6.77
AG{(H,0) | AGE(H,0) AG§(H,0-H,0) We also added the aqueous solvation free energy for the
water dimer. This free energy can be determined using the
H,0(aq) + H0@) — > H,0-H,0(q) free energy cycle shown in Scheme 1, according to

0

AGY(H,0-H,0) = 2AG4H,0) — AG (B.E.)+ AG°™
calculated solvation free energies are tabulated for an ideal s(H:0-H;0) s(H0) gad ) @

gas at a gas-phase concentration of 1 mol/L dissolving as

an ideal solution at a liquid-phase concentration of 1 mol/L. \yhere AGX(H,0) is the aqueous solvation free energy of
Free energies that employ this standard state definition will \yater, andAGS.{B.E.) is the gas-phase binding free en-
be denoted by the superscript “*”. The relationship between grgy which equalsg,(H.0-H,0) — 2G{,(H.0). Substi-

these two standard states is tuting experimental values of—6.31 kcal/mol for

AGg(H,0) and 3.34 kcal/md? for AG3,(B.E.) into eq 4

AGgas = AGgest AG 1) gives—14.06 kcal/mol for the aqueous solvation free energy
and of the water dimer (at 298 K).
Adding the new data described to the SM5.43R training
AGE = AGZ— AG™™ (2) set and correcting the two values mentioned in the previous
paragraph results in a new data set with a total of 273
wherée? aqueous solvation free energies for neutral solutes containing
X at most H, C, N, O, F, P, S, ClI, and/or Br. This will be
AG®™ =RTIn(24.46) (3) called the SM6 neutral-solute aqueous free-energy-of-sol-

vation data set. These solvation free energies are listed in
Table S1 of the Supporting Information.

2.3. lonic SolutesFor our previous models that included
ata for ionic soute$,'""#7>aqueous solvation free energies

. : . were taken from Flofia and Warshé? and Pearsdfi and
includes 257 aqueous solvation free energies for solutesthen updated based on changes in the accepted absolute

;:r(])ntalrémtg at moz’in(,j C(’j(;\.lt’. O, IF P, S, Cl, almdt/.or Bdr.tTC} aqueous solvation energy of the proton. Based on a careful
ese data, we added additional aqueous solvation dala 1of, nalysis of the ionic data in the SM5.43R training set (which

}/arloushrelisc()jns. Aqueo(;;slsf I(\j/gtlonhfrﬁ]e gner.gleg Wer((je adde ontains aqueous solvation free energies for 47 ionic solutes),
tortnlﬁt y yfrazme anf S’I\/I_6Im$:1 yt);hrazm? n o: er.to we decided to develop two entirely new data sets of

est e p‘irﬂoﬂf)?”ce.o without the surface tension experimental solvation free energies for ionic solutes. The
p:ewoqslgl L _?pp][nted to_tsolutes tcontamlng r?y(;jrogen first new data set, which is listed in Tables 1 and 2, contains
atoms in the vicinity ot two nitrogen atoms (e.g., hydrazines aqueous solvation free energies for 112 ionic solutes (60
gnd _hydrazpnes with a hydrogen attached to one O_f theanions and 52 cations). This will be called the SM6

individual nirogen atoms). Data for hydrogen peroxide, unclustered-ion data set, and it is described in the next two

methyl peroxide, and ethyl peroxide were added because th - ;
SM5.43R training set does not contain any data for peroxides(.epha:irta graphs and further discussed in the two paragraphs after

The 8“15'435‘)'.”&8";9 settﬁontalr;_s an aqlueous solvation df(;eg For the aqueous solvation free energy of the proton,
energy for aniline but no other aniline analogues, so we adde AGE(H*), we used Zhan and Dixon’s value ef264 kcall

data forortho-, meta; and para-methylaniline as well as 51 o . _
N-methyl- N-ethvl-. andN N-dimethvlaniline. We also added mol 8! For the remaining cations, we used the thermodynamic
e e . y i Rcycle shown in Scheme 2 along with eq 5

1,2-ethanediamine and 3-aminoaniline because the SM5.43
training set does not contain any data for solutes with more X _
than one amino group in the same solute. Finally, we added AGyy = 2.30RTPK, ®)
urea and benzamide because the SM5.43R training se
contains only one solute with urea functionality (1-dimethyl-
3-phenylurea) and three solutes with amide functionality
(acetamide, 2N-methylacetamide, ande-N-methylaceta-
mide).

We also examined the accuracy of several experimental , ., .. ,+\ _ 1 ~o ot " N
solvation free energies that were used in earlier versions ofAGS(AH ) = AGR{A) +AG"  + AGg(A) + AGs
our training sets. In our previous training sets that include (H") — 2.30RTpK(AH") (6)
hydrazine/~1"7475we used a value 0f-9.30 kcal/mol for
the aqueous solvation free energy. Here, this value has beenwhere AGZ(A) is the aqueous solvation free energy of the
replaced by a value of 6.26 kcal/mol, which was obtained neutral species AAGE(H") is the aqueous solvation free
using experimental values for the vapor pressure and aqueougnergy of the proton, andGg.(A) is the gas-phase basicity
solubility.”®"”For methyl benzoate, the value 62.22 kcal/ of A, equal to Gg,{A) + GgH") — Gg,{AHT). The

At 298 K AG°™ equals 1.89 kcal/mol.

2.2. Neutral Solutes.For neutral solutes, we start with
all of the experimental aqueous solvation free energy datad
from the previously described SM5.43R training Sethich

where Kais the negative common logarithm of the aqueous
acid dissociation constant of AH aniG,is the same as
AG’;Iq except for the gas phase. Using Scheme 2 then yields
the standard-state aqueous solvation free energy of Abl
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Table 1. Aqueous Solvation Free Energies (kcal/mol) of Bare Anions?

A AH AGgys (AH)P pKa (AH)¢ AGE(AH)? AGE(AY)
HCy™ acetylene 370.0 £ 1.8 21.7¢ 0.0 —74+3
HCO,~ formic acid 338.3+ 1.5 3.8 —-7.0f —-78+2
CH3CO2~ acetic acid 3414+ 2.0 4.8 —6.7 —-80+ 3
CH3CH2CO2~ propanoic acid 3404 £ 2.0 4.9 —6.5 —78£3
CH3(CH2)4CO2~ hexanoic acid 339.0+21 4.9 —6.2 —76 £3
H,C=CHCO,"~ acrylic acid 337.2+28 43 —6.6" —-76 +£3
CH3COCO,~ pyruvic acid 326.5+28 25 —9.4f —70+3
CsHsCO,~ benzoic acid 333.0+2.0 4.2 -7.9f —-73+3
CH30~ methanol 375.0 £ 0.6 155 51 —97+2
CoHs0~ ethanol 371.3+1.1 15.9 -5.0 —-93+2
CH3CH,CH,0~ 1-propanol 3694+ 1.4 16.1 —4.38 -90+2
(CH3).CHO~ 2-propanol 368.8+1.1 17.1 —4.8 —-88+2
CH3CHCHOCH3~ 2-butanol 367.5+2.0 17.6 —4.7 —-86+3
C(CHg3)30~ t-butanol 3679 +1.1 19.2 -4.5 -84+ 2
H>C=CHCH,0~ allyl alcohol 366.6 + 2.8 155 -5.1 —88+3
CeHsCH,O~ benzyl alcohol 363.4+20 154 —6.67 —87+3
CH3OCH,CH,0~ 2-methoxyethanol 366.8 £ 2.0 14.8 —6.8 —91+3
CgHsO~ phenol 3429 +1.3 10.0 -6.6 —74 +2
0-CH3CsH4O~ 2-methylphenol 3424+ 2.0 10.3 -5.9 —-72+3
m-CH3CgH4O~ 3-methylphenol 3433+ 20 10.1 —-55 —73+£3
p-CH3CeH4O~ 4-methylphenol 343.8 £ 2.0 10.3 —-6.1 —74£3
CH>OHCH,0~ 1,2-ethanediol 360.9 £ 2.0 15.4 —-9.3 —87+3
m-HOCgH4O~ 3-hydroxyphenol 339.1+2.0 9.39 —11.4f —-76+£3
p-HOCsH,O~ 4-hydroxyphenol 343.1+2.0 9.99 —11.97 —-80+3
CH300~ methyl hydroperoxide 367.6 £ 0.7 115 —5.30 —95+2
CH3CH,00~ ethyl hydroperoxide 363.9 £ 2.0 11.8 —5.3h —91+3
CH2(0O)CH ~ acetaldehyde 359.4+2.0 16.5 —3.5f —-78 +£3
CH3C(O)CH2~ acetone 362.2+2.0 19.0 -3.9 —78+3
CH3CH,C(O)CHCH3~ 3-pentanone 3614 +20 19.9 —3.3f —-76 £3
CH2CN ~ acetonitrile 366.0 £ 2.0 25.0 -3.9 —74£3
NCNH ~ cyanamide 344.0+£ 2.0 10.39 —6.2f 74 £3
CgHsNH ~ aniline 359.1+2.0 27.7 -55 —65+ 3
(CeHs)2N — diphenylamine 343.8 £ 2.0 22.4 —5.3f —56 £ 3
CN~ hydrogen cyanide 343.7+ 0.3 9.21 -3.1f 7242
0-NO,CeH4O~ 2-nitrophenol 3295+ 2.0 7.2 —4.5f —62+3
m-NO,CgH4O~ 3-nitrophenol 3276 £2.0 8.4 —9.6f —64 £ 3
p-NO2CsH4O~ 4-nitrophenol 3209+ 2.0 7.1 —10.6f —60 £ 3
CH2NO2™ nitromethane 350.4 £ 2.0 10.2 —4.0f —78 £3
P-NO2CsHsNH ~ 4-nitroaniline 336.2 + 2.0 18.2 —9.9f —-59+3
CH3CONH ~ acetamide 355.0 £ 2.0 15.1 —-9.7 —82+3
CH3S™ methanethiol 350.6 + 2.0 10.3 -1.2 —-76 +£3
CH3CH,S™ ethanethiol 348.9 +£ 2.0 10.6 -1.3 74 +£3
C3H/S™ 1-propanethiol 3479+ 20 10.7 -11 —72+3
CeHsS™ thiophenol 333.8+2.0 6.6 —-2.6 —65+ 3
CH3S(O)CH,~ dimethyl sulfoxide 366.8 + 2.0 33.0 —9.8f —-70+3
CCl3™ chloroform 349.7 £ 2.0 24.0 -11 —56 £ 3
CF3CO2™ trifluoroacetic acid 316.7 £ 2.0 0.5 -7.3f —61+3
CH2CICO2~ chloroacetic acid 328.9+ 2.0 2.9 -8.7f —-72+3
CHCI,CO2~ dichloroacetic acid 3215+ 2.0 14 —6.6" —64+3
CF3CHO~ 2,2,2-trifluoroethanol 354.1+2.0 12.4 —43 -80+3
CH(CF3),0~ 1,1,1,3,3,3-hexafluoropropan-2-ol 338.4+£2.0 9.3 -3.8 —67 +3
CICsH4O~ 2-chlorophenol 3371+ 20 8.5 —4.5f —68 £ 3
CICsH4O~ 4-chlorophenol 336.5+ 2.0 9.4 —6.2f —68 +£3
HO ~ water 383.7+£0.2 15.7 —6.3 —107 £ 2
HO2~ hydrogen peroxide 368.6 +£ 0.6 11.7 —8.6" —99 + 2
Oy~ hydroperoxyl radical 346.7 £ 0.8 4.7 -7.0/ -85+ 2
HS™ hydrogen sulfide 3449+ 1.2 7.0 -0.7 —74+£2
F- hydrofluoric acid —102 + 2K
Cl- hydrochloric acid —73 £ 2k
Br- hydrobromic acid —66 £ 2k

a Aqueous solvation free energies are for a temperature of 298 K. ? Gas-phase basicities taken from ref 83. ¢ From ref 87, unless otherwise
noted. ¢ From the current data set unless otherwise noted. € Reference 89. fReference 76. 9 Reference 91. " Reference 86. ' Reference 92.
i Reference 85. kK Reference 82.
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Table 2. Aqueous Solvation Free Energies of Bare Cations?

AH* AH AG,s (AHY)P pKa (AHT) € AGE(AH)Y AGE(AHT)
CH3OH,* methanol 1732+ 20 -2.1 -5.1 -91+3
CH3CH,0H,™ ethanol 178.0+ 2.0 -1.9 -5.0 —86 +3
(CH3),OH* dimethyl ether 182.7 +£ 2.0 -25 -1.8 —-78 £3
(C2Hs),0OH" diethyl ether 191.0+ 2.0 —2.4 -1.8 —70+£3
CH3C(OH)CH3* acetone 186.9 + 2.0 -2.9 -3.9 —-75+3
CH3COHCgHs ™" acetophenone 198.2 £ 2.0 —4.3 —4.6 —63+3
CH3NH3™ methylamine 206.6 +2.0 10.6 —4.6 —74 £ 3
CH3(CH2)oNH3™ n-propylamine 211.3+2.0 10.6 —-4.4 —-70 £ 3
(CH3)2CHNHz* isopropylamine 2125+ 2.0 10.6 —-3.7¢ —68 +£3
C(CHj3)sNH3z* t-butylamine 2151 +2.0 10.7 -3.9¢ —65+ 3
c-CeH1aNHz* cyclohexanamine 2150+ 2.0 10.7 —5.1¢ —67 £3
H,C=CHCH,NH3" allylamine 209.2 +£2.0 9.5 —4.3¢ —-70 £ 3
(CH3)2NH2™ dimethylamine 2143 +2.0 10.7 -4.3 —67 £ 3
(C2Hs)2NH,™ diethylamine 219.7+£2.0 11.0 —-4.1 —-62 +3
(n-C3H7)2NH2™ di-n-propylamine 222.1+20 11.0 -3.7 —-59 +3
(H2C=CHCH,),NH," diallylamine 219.0 £ 2.0 9.3 —4.0¢ —60 + 3
(CHg)sNH* trimethylamine 219.4+20 9.8 —-3.2 —59 £+ 3
(CaHs)sNH* triethylamine 227.0+2.0 10.8 —3.0¢ —53+3
(n-C3H7)sNH* tri-n-propylamine 2295+2.0 10.3 —2.5¢ —49 £ 3
CgHsNH3™ aniline 203.3 £ 2.0 4.6 -5.5 —-70+3
0-CH3CgHaNH3 " 2-methylaniline 205.3+2.0 45 —5.6¢ —68 +3
m-CH3CeHaNH3™ 3-methylaniline 206.5+2.0 4.7 -5.7¢ —-68 + 3
p-CH3CgHaNH3™ 4-methylaniline 206.7 £ 2.0 5.1 —5.6¢ —68 +3
m-NH,CeH4NH3™ 3-aminoaniline 2149+ 2.0 5.0 —9.9¢ —64 + 3
CsHsNH2CH3 ™" N-methylaniline 2127+ 2.0 491 —4.7¢ —61+3
CgHsNH,CH,CH3* N-ethylaniline 213.4+2.0 51fF —4.6¢ —60 + 3
CsHsNH(CHg)2™ N,N-dimethylaniline 217.3+2.0 5.1 —3.6¢ —55+3
p-CH3CeH4NH(CH3),™ 4-methyl-N,N-dimethylaniline 2194+ 2.0 5.6 —3.7¢ —54 + 3
CsHsNH(CH2CH3)>™ N,N-diethylaniline 221.8+2.0 6.6 —2.9¢ —-52+3
CioH7NH3* 1-aminonaphthalene 209.2 + 2.0 3.9 —7.3¢ —66 + 3
CoHaNH2™ aziridine 208.5+2.0 8.0 —4.5¢ —69+3
C3HgNH,™ azetidine 217.2+2.0 11.3 -5.6 —66 £ 3
C4HgNH,™ pyrrolidine 218.8 £ 2.0 11.3 -55 —64 +3
CsHioNH2 " piperidine 220.0 £ 2.0 111 -5.1 —-62 +3
CgH12NH2 " azacycloheptane 220.7+ 2.0 111 —4.9¢ —61+3
CaHsNH* pyrrole 201.7+2.0 —3.8 —4.3¢ —60+3
CsHsNH* pyridine 2147 +2.0 5.2 —4.7 —-59 +3
CoH/NH* quinoline 220.2+2.0 4.8 —5.7¢ —54 +3
C4HgNHNH,™ piperazine 218.6 +£2.0 9.7 -7.4 —64 + 3
CH3CNH* acetonitrile 179.0 £ 2.0 —10.09 —-3.9 —73£3
p-CHzOCsH4NH3™ 4-methoxyaniline 207.6 £2.0 5.3 —7.6¢ —69 + 3
p-NO,CgHaNH3* 4-nitroaniline 199.4 + 2.0 1.0 —9.9¢ —74 +£3
C4HgONH,™ morpholine 213.0+ 2.0 8.4 -7.2 —68 + 3
CH3COHNH* acetamide 199.0 +£ 2.0 —0.6 -9.7 —-72+3
CsHsCOHNH,* benzamide 205.8 +£2.0 -1.4 —10.9¢ —65+ 3
(CHs),SH* dimethyl sulfide 1915+ 20 -7.0 -15 —63+3
(CH3),SOH* dimethyl sulfoxide 204.0 £2.0 -15 —9.8¢ —66 £ 3
m-CICeHaNH3™ 3-chloroaniline 199.9 £ 2.0 35 —5.8¢ —-73+3
p-CICsH4NH3™ 4-chloroaniline 201.2+2.0 4.0 —5.9¢ —72+3
NH* ammonia 195.7 £ 2.0 9.3" -4.3 —-83+3
HNNH,* hydrazine 196.6 + 2.0 8.1 —6.3¢ —83+3
H3;O™" water 157.7 £ 0.7 -1.7 -6.3 -108 + 2

a Aqueous solvation free energies are for a temperature of 298 K. » Gas-phase basicities from ref 84. ¢ From ref 87, unless otherwise noted.

9 From the current data set, unless otherwise noted. © Reference 76. f Reference 91. 9 Reference 88. " Reference 92.

experimental aqueous solvation free energies of# -, and

Br~ were taken from Tissandier et &land adjusted for a
change in the standard state and the value used here fo
AGgH™). For the remaining anions, we used the free
energy cycle shown in Scheme 2 and eq 5 to determine the

aqueous solvation free energy according to

NGyAT) = —~AG{A7) — AG° + AGYAH) —
AGYH™) + 2.30RTpK (AH) (7)
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Scheme 2 Table 3. Aqueous Solvation Free Energies for
Solute—Water Clusters?

AGges (A"

—1 -+
AH" (gas) ——> A" (gas) + H'(gas) A-H,0b AGL(BE)  AGiA)Y  AGHAH0)
AGL(AH™) AGLA™) AGLH") H,0(H.0) 3.34 +0.50° —6.31 & 0.20 —14.06 % 0.57
CH3OH,(H0)* ~1851 —91.1+28  —77+3
CH3CH2OHa(H,0)* ~16.8' -865+28  -74+3
n o aAml +
AHT (aq) AGL (AH™) AT @+ H@g (CH3),0H(H,0)* —15.4f —778+28  —67+3
: (C2Hs),0H(H,0)* 1144209 —69.6+28  —62+3
CH3C(OH)CHs(H,0)*  —12.8f 751428  —67+3

where AGg,{A™) is the gas-phase basicity of Aequal to CHACOHCAHs(HOY*  —10.87 60628 563

G;aS(A*)_—Ir GgadH") — Gsas(AH): " _ ... NHy(H0)* -12.6f -83.3+28  -75+3
Experimental gas-phase basicities of anions and aC|d|t|es|_|30(|_|zo)+

' _ ° —27.04£209 —1084+20 —86+3
of neutral species were taken from the National Institute of ¢ ;,44,0)- 1064+ 1.0 -784+26  —-72+3
Standards and TeChnOIOgy (NlST) datab%(perimental CN(H.0)~ 83407 —7224+19 684+ 2
gas-phase basicities of neutral species were taken from thecn,o(H,0)- ~17.00 + 0.30' —969+20  —84+2
most recent compilation of Lias et #lFor neutral species,  C,HsO(H,0) -142+209 -926+22  —83+3
experimental aqueous solvation free energies were taken frontH;CH,CH,0(H,0)~ -146+209 -902+24  —80+3
the data set described in section 2.2 and from several(CHs).CHO(H.0)" -123+209 -882+22  -80+3
additional source&858 A large part of the experimental =~ CHsCHCHOCH3(H,0)~ -9.9+£2.09 -86.1+28  —81+3
aqueous K, data used here was taken from the compilation C(CHs)sO(H20)~ —122+£209 -842+£22  -76+3
of Stewart®” pK, data not available in this compilation were = H:C=CHCH:0(H:0)"  -135£209 -885£34 7944
taken from several additional sourc&s? CoHsCHz0(H20)" -116£209 -87.0+£28  ~80£3
We note that gas-phase free energies and aqueous solvatioff ROCHCHOH0)" - ~135£200 ~9L4£28  ~82£3

. . CH,OHCH,0(H,0) 1404209 -87.2+28  -78+3
energies for neutral solutes can pe calculated fairly ac- CFACH,O(H,0)- 1164200 -7954+28 7213
curately, ar_ld seve_ral other compllat|on$ of aqueous soIvanonCH(CFs)zo(HzO), _604£20f —6744L28  —6643
free energies of iorf$%%° use theoretical data for these ¢ oo(h,0)- 1464209 —952420  —854+3
quantities. Although we did not use theoretical values in cy,cH,00(H,0)- 1414209 -91.14+28  -91+3
deriving any of the free energies shown in Tables 1 and 2, yo(H,0)- 198 + 1.4¢ —106.6 & 1.9 9142
future extensions of the present database could includeHo,H,0) -17.0+£209 -9924+20  —87+3
agueous solvation energies determined from calculated datao,(H.0)- —121 420" -8524+21 -78+3
The aqueous solvation free energies reported here can beis(H.0)- -8.6+20" -740+23  -70+3
compared to the recent compilation of Pliego et&iyho F(H20)~ —-125+16" —1025+19  -94+3
used the same thermodynamic cycle, along with TissandierC!(Hz20) —9.0+£4.0" -727+19  —68+4
et al.'$? value of —266 kcal/mol forAGi(H"), in deter- ~ BrH201 “71£207 663419  -64+3

mining the aqueous solvation free energies for 56 ions. (Note , a Aqueous solvation free energies are for a temperature of 298 K.

B97-1/MG3S optimized geometries. ¢ Water—solute binding free
*(+

that the above value 04266.kca|/m0|.forAGS(H ) reflects _energies. 9 Aqueous solvation free energy of the bare solute. € Ex-

the standard-state correction required in order to adjust perimental value, taken from ref 78. f Experimental value, taken from

Tissandier et al.’s reported value 8264 kcal/moE? which ref 100. 9 Theoretical value, calculated at the B97-1/MG3S level of

is for a gas-phase standard state of 1 atm combined with an"€o"y-

aqueous phase standard state of 1 mol/L, to a standard stat&-neme 3

that uses a concentration of 1 mol/L in both the gas and

aqueous phases. Also note that Tissandier’s reported valuey,ogas) + M*(gas) AGs BE) H,0- M* (gas)

of —264 kcal/mol has sometimes been misinterpreted as

corresponding to a standard state of 1 mol/L in both the gas AGLH,0) AGEQME) AGE(H,0- M)
SUH2 S StV

and aqueous phas¥d6949%) Making an adjustment to
account for the difference between the value used for Y +
AGX(H*) here and the value used in Pliego and Riveros’ 2°¢¥ * M@ o HO0-M )
work brings the two sets of data into very good agreement
with one another.

2.4. Water—Solute Clusters.We also compiled another
data set, to be called the selectively clustered-ion data se
in which 31 bare ions in the unclustered-ion data set were
replaced by the ionwater clusters that are listed (along with
the water dimer) in Table 3. Using the free energy cycle
shown in Scheme 3, the aqueous solvation free energies o
these 31 solutewater clusters were determined according
to

In the above equation, aqueous solvation free energies of
the unclustered ionAGg(M*) were taken from Tables 1 or
2. When available, experimental values for the gas-phase
binding energies were used in the above equation. When
experimental values were not available, we calculated them
at the B97-2/MG3S™ level of theory, which has recently
peen show#? to perform well for nonbonded interactions in
the gas phase.

2.5. Uncertainty of Experimental Data.We have previ-
ously estimated an average uncertainty of 0.2 kcal/mol for
AGZ(HZO-Mi) — AGY(H,0) + AG4M ) - aqu;asous solvation fr_ee gnergies of neutral sqlutes in our d_ata

. sets®® The uncertainties in the aqueous solvation free energies
AGg(B.E)+AG* " (8) for ionic solutes are significantly greater due in part to their
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large magnitudes but also due to uncertainties associated witt8. Definition of SM6

each of the experimental quantities (exceffy@s discussed  |n the SMx models, the solvation free energyG: is
below) used to determine them. The uncertainties in aqueouspartitioned according to

solvation free energies for ionic solutes are reported here as

the r.oot-sum-.of—squgres cqmpiqation of egch of the uncer- AGS = AE ot AE 1+ AGgone T Gp + Geps  (9)
tainties associated with the individual experimental measure-
ments used to determine them. whereAEgecis the change in the solute’s internal electronic

All of the gas-phase basicities of anions were taken from €nergy in moving from the gas phase to the liquid phase at
the NIST tables? In several cases, more than one experi- the same geometryME.i is the change in the solute’s
mental measurement was available for a single molecule, ininternal energy due to changes in the geometry accompanying
which case the average value was used. For molecules wheréhe solvation process, amiGg,,. accounts for the concen-
more than one experimental measurement was available, wdration change between the gas-phase and the liquid-phase
calculated the standard deviation from the mean and com-Standard states. Following the notation used in our previous
pared this value to the smallest value for the uncertainty Models, we will refer to the sumsEeect G and AEreiaxt-
associated with any of the individual measurements. The AEeiect Gp @5 AGer and AGene, respectively. Since we use
uncertainty reported here is the larger of these two values.the same concentrations (1 mol/L) in both phageS,,,.is
For the gas-phase basicities of neutrals, the only moleculeZ€ro’***Also, all calculations reported here are based on
used in this work for which an absolute experimental value 92S-Phase geometries (although the present model can be
has been reported is water; this measurement has ar}'S€d to optimize geometries in the liquid phéseso AEeiax

experimental uncertainty of 0.7 kcal/mol. For the remaining 'S @ssumed to be zero. .

molecules considered here, the experimental gas-phase The AGgp contribution to the total solvation free energy
basicities are relative values that have been obtained from'S calculated from a self-consistent molecular orbital calcula-
bracketing experiments. Following Hunter and Efage tion, 27 **where the generalized Born approximaffgn’e°

have assigned an uncertainty of 2.0 kcal/mol to data obtained'S used to calculate_ the polarization contribution to the total
. free energy according to
by bracketing.

An additional contribution to the overall uncertainty arises 1 1
from the value used for the aqueous solvation free energy Gp= 5 1 o %qu% (10)
of the protonAGE(H™). We use Zhan and Dixon’s value of ’

—264 kcal/mot" for AGg(H), to which we assign an |, the ahove equation, the summation goes over all atoms

uncertainty of 2 kcal/mol. in the soluteg is the dielectric constant of the solvent,is
Experimental K, values that fall in the range-L4 can the partial atomic charge of atoky andyw is a Coulomb

be measured quite accurately, and thus their uncertainty isintegral involving atoms andk'. For water, we use =

not included in calculating the overall uncertainties in the 78.31%7

aqueous solvation free energies of ions. Experimerial p The partial atomic charges are obtained from Charge

values that fall outside the range-04 are somewhat more  Model 4 (CM4). This new charge model is similar in most

uncertain, especially thos&kpvalues that are 2K, units ways (except one that is described below) to our most recent

or more outside this rang® Despite this, we feel that the previous charge model, CM8%112 |n particular, CM4

relative uncertainties associated with the experimeritgl p  empirically maps atomic charges obtained from “avbm

values considered in this work that do fall outside this range Population analysis (LPA)*!° or a redistributed Ladin

are small in comparison to the uncertainties associated withPopulation analysis (RLPA).” The Supporting Information

the other experimental data, and thus we will not take them Provides a detailed description of CM4, although we note
into account. here that an important difference between CM3 and CM4 is

the performance of these two models for hydrocarbons and
molecules containing aliphatic functional groups. For CM3,
the parameter that is used to majpwain or redistributed
Léwdin C—H bond dipoles was optimizée$109.112.118y
requiring the average CM3 charge on H in benzene and
thylene to be 0.11, a value that had been justified in a
(grevious papet!® More recently, careful analysis of partial
atomic charges calculated using CM3 revealed that in some
cases, CM3 yielded €H bonds that were too polar, and
this, in turn, had a negative impact on the performance of
our solvation models for some solutes as well as the
2.0 keal/mol. performance of other methods that use CM3 partial atomic
Based on the error analysis presented above, we estimateharges. Because of this deficiency, we developed a different
that the uncertainty in the aqueous solvation free energy of procedure for optimizing the -€H parameter. In particular,
a typical ionic solute is approximately 3 kcal/mol, which is this parameter was optimized by minimizing the error
lower than our previously estimat®duncertainty of 4-5 between calculated partial atomic charges and those partial
kcal/mol. atomic charges used in Jorgenson et al.'s OPLS forcéfeld

Finally, for the solute-water clusters, an additional source
of uncertainty from the value used for the gas-phase binding
free energyAGg,(B.E.) must be considered. For the an-
ion—water clusters, all experimental values G, {B.E.)
were taken from the NIST tablé%in which the uncertainty
of each measurement is reported. The uncertainty associate
with the experimentahGg,(B.E.) values of the cations,
which were also taken the NIST tables, is negligible. For
theoretical AGy,{B.E.) values calculated at the B97-1/
MG3S level of theory, we have estimated an uncertainty of
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for a series of 19 hydrocarbons. Once this parameter wasTable 4. Rz and AR Values (A)
optimized it was fixed, and the remaining parameters were z z Ryz
optimized in a fashion completely analogous to that used

for CM3,108.109.112.11&egjlting in a new charge model called : g N.oro ;ii
CM4. Details of the CM4 parametrization are given in the c C N 1:84
Supporting Information. It is important to note that CM4 c c’ 178
retains all of the qualities of CM3, except that the new model c o 133
gives more reasonable partial atomic charges for hydrocar- c ForP 220
bons and molecules containing aliphatic functional groups, c al 210
which is important for accurately modeling hydrophobic c Br 230
effects. N N 1.85
The Coulomb integralgy are calculated according to N o 1.50
_ 0 o) 1.80
Yk = [Rik + ooy expi= Rkk2/ doyoy)] vz (11) o p 210
whereR is the distance between atokandk’ and oy is S S 275
the effective Born radius of atoky which is described below. S P 2:50
Whenk = K/, egs 10 and 11 lead to Born’s equatfitfor w 0.30
the polarization free energy of a monatomic ion, whereas at wcce) 8'%
large R Coulomb’s law for the interaction energy of two WCO 0'065
point charges in a dielectric continuum is recoveredd A o ks :
value of 4 was originally proposed by Still et'd%.because cc:

for intermediate values ORy, it gives polarization free o\ ent-accessible surface area (SASAPF atomk, which
energies that are close to those predicted using the CIaSSicaﬁepends on the geometiy, atomic radiuR,,, and solvent

. . . . . il K
equation for a dipolar sphere embedded in a dielectric radiusrs, which is added to each of the atomic radii. Adding

continuum. Because . mOde“”Q most solutes as a dipolary onzerq value for solvent radius to the atomic radii defines
sphere is itself a drastic approximation, and because Jayaramp. SASA of a given solute. Note that the atomic radii in eq
et al*** demonstrated for a test set of dicarboxylic acids that 13 are not constrained to be equal to the intrinsic Coulomb

using different values ofl in eq 11 led to improvements in

. . radii pz, of eq 12. Although the same values for the atomic
calculated [, shifts, we will treatd as a parameter that can Pz . g

radii might have been used in eqs 12 and 13, our experience

be adjusted. o has shown that the overall performance of our models is
The following equatioff? is used to calculate the Born o jatively insensitive to the values used for the atomic radii
radius in eq 13 (but not eq 12). Therefore, in eq 13 we use Bondi's
1 & ARI{ps) 1 van der Waals radi?’ For the solvent radius, we use a value
oy = §+ prv L dr (12) of 0.4 A, which has been justified in earlier work. The
“ A atomic surface tensions are given by
whereR' is the radius of the sphere centered on atottnat
completely engulfs all other spheres centered on the other o= Z@k + gGZkZKTk({Zk"RkK}) (14)

atoms of the solute, antk(Rr {pz}) is the exposed aré&
of a sphere of radiusthat is centered on atok This area

. wheredgyz is an atomic-number-specific parametés; is a
depends on the geometry of the solufi,and th? radii of parameter that depends on the atomic numbers of akoms
the spheres centered on all the other atoms in the solute.

- ) _ >~ " ~andk, andT({ Zk,Rex}) is a geometry-dependent switchin
The radil of these spheres are given by a set of infrinsic function calre(z{(j ;CU‘:(})IZf tanrglJ or CO'I)'/. Th% general form fgr
Coulomb radiipz that depend on the atomic numb&rof

the atomk. Other methods that have recently been proposed this function is
for determining the Born radius include one by Onufriev et TR |R,, AR) =

al.*?® that takes into account interior regions of the solute
inaccessible by solvent molecules (which can have an effect exp — L_ Ry < R, + AR
on the calculated solvation free energies of macromol- AR— Ry + Ry, (15)

eculed?4'2y and one by Zhang et #° that assigns Born 0 otherwise
radii based on atom types. We recently te¥t€@hufriev et hereR.. is the midpoint of th itch. andR d .
al.’s method for calculating Born radii during the develop- ereR.z is the midpoint of the switch, andR determines

ment of SM5.43R and found that it significantly worsened the. range over WhiCh the function switchgs. These values,
the performance of that model for predicting the aqueous which are I|st¢d in Table 4, have bee_n assigned based on an
solvation free energies of ionic solutes. Therefore, we will anaIyS|s of distances between certain atoms for molecules

in our database. The COT function has the property that it
vanishes identically for alRq greater tharR + AR but is
continuous and has an infinite number of continuous deriva-
Geps = ZakAk(R,{ R, +r1g) (13) tives for allR«. These properties are important because they
allow the model to optimize geometries efficiently in the
whereoy is the atomic surface tension of atdgAy is the liquid phasét® The functional forms that we use for the

not test this method here.
The Geps term is calculated according to
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atomic surface tensions are given below, where we viftite

for Z, to simplify the notation:

Oglz=1 =07+ Z 622’[T(Rkk’|§22’!m0] (16)

7,=6,7,8,16

Ozl7— = 07 + Z(gzZ'[T(Rkthzzw\N)] +
K=
Z=6

zka‘z?,[T(Rkkwfefz’v,wccap] + zkazzv[T(Rkkliﬁzz,,\Ao]Z
P o
(17)

Ozlz=7=
G, Y O [TRelRz W Y [T(RIR,z W) +
k;a‘fz’r[T(kaﬁezz’,vvn Z [T(Rerer IRz W)] +
Z=6 Z=8
k;afz)r[T(Rkkwﬁzz,ch)] (18)

Zkv:G

Ozl7-4 = 07 + Z 622’[T(Rkk’|§ZZ"WO(9] +

K=k
Zk':6
> 522[T(R«IRzz W (19)
K=k
Z.=17,8,15
Oyly—g = 07 (20)
Ozl7-15= 07 (21)

Oglz-16= 07 + Z 522'[T(Rkk'|§zz'=w)] (22)
K=k

Z0=15,16
Ozl7-17= 07 (23)
Ozl7-35= 07 (24)

Kelly et al.

dently. Thus, there is some flexibility in how to interpret
these various contributions.

We interpret the contribution to the free energy arising
from Gp as accounting for electrostatic interactions between
the charge distribution of the solute (which is modeled as a
collection of point charges distributed over atomic spheres)
and the bulk electric field of the solvent when it is assumed
to begin at a boundary defined by the effective Born radii.
For ionic solutesGp makes the largest contribution to the
overall solvation free energy. BecauGgis calculated under
the assumption that the solvent responds linearly to the
electronic distribution of the solute (heri¢he factorl/,
appearing in eq 10), nonlinear solvent effects, such as
changes in the dielectric constant of the solvent in the vicinity
of the solute, and strong solutsolvent hydrogen bonds,
which prevent the solvent from fully responding to the solute
charge distribution, are not explicitly accounted for by this
term. One strategy that we have used to partly account for
these nonlinear effects has been to empirically adjust the
values that we use for the intrinsic Coulomb radii. For
neutrals, previous experience has shown that the overall
performance of our models is relatively insensitive to the
values used for these atomic radii, whereas for ions the
performance of our models is quite sensitive to the choice
of these radii. By making adjustments to the atomic radii,
our previous models have achieved an accuracy®kcal/
mol in aqueous solvation free energies for the majority of
the ions used to train these models. However, the present
data set is much larger and more diverse than our previous
data sets for ions. Thus, one of the goals of this work will
be to see if the deficiencies described above can adequately
be accounted for by making empirical adjustments to the
intrinsic Coulomb radii.

A second strategy to account for deficiencies of a bulk
electrostatic model is to includ8cps. In the past, we have
interpreted th&cps term as formally accounting for cavita-
tion (i.e. the free energy cost associated with creating a cavity
in the solvent to accommodate the solute), dispersion
interactions between the solute and solvent, and specific
solute effects on the solvent structure (e.g. the loss of
orientational freedom of water molecules around a nonpolar

The functional forms shown above are a convenient way solute). However, because ti&ps term is empirical in
to treat different types of chemical environments that a nature, it can be more accurately interpreted as accounting
particular atom in a solute might encounter. Unlike models for any contribution to the total solvation free energy of a
that require the user to assign types to atoms (e.g., moleculagiven solute that is not explicitly accounted for by the bulk
mechanics force fields), these functional forms do not require electrostatic Gg) term. Such effects include, but are not
the user to make assignments. This feature means that thdéimited to, the nonlinear solvent effects described above,
user is never in doubt about which parameter to use. deviations of the true solutesolvent interface defined by
Furthermore, because the above equations are smoottihe atomic radii, short-range exchange and repulsion forces
functions of the solute geometry, the present model can bebetween the solute and solvent, neglect of charge transfer
applied to systems containing nonbonded or partially bondedbetween the solute and solvent, and any systematic errors
pairs of atoms, such as transition states and sekté/ent that may arise from the GB approximation, the ability of
clusters. partial atomic charges to represent the true solute charge

It is important to point out that although separating the distribution, or the level of theory used to calculate the
free energy of solvation into the above components allows electronic wave function of the solute. In addition, several
us to effectively model a wide variety of solutes, only the other effects are implicitly accounted for B¢ps that could,
total free energy is a state function, so there is a certainin principle, be explicitly calculated, such as the change in
degree of ambiguity associated with separating the aqueoughe solute’s translational, vibrational, or rotational free energy
solvation free energy, which is an experimental observable, in moving from the gas phase to solution. By using atomic
into several contributions that cannot be measured indepen-surface tensions, our previous models have been quite
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successful at predicting aqueous solvation free energies forTable 5. Mean Unsigned Errors (Debyes) in Dipole

a wide variety of neutral solutes (an average error6f5 Moments Calculated with Partial Atomic Charges Obtained
kcal/mal), including many hydrogen bonding solutes. It is from CM4 and RLPA at the MPW25 Level of Theory®
important to point out that because (in the present work and CM4 RLPAP

in most, but not all, of our previous work) we optimize the
parameters contained in tl@&cps term using only neutral
solutes, applying this scheme also to ions involves the
assumption that first solvation shell interactions are similar
for a given pair of solutes containing the same functionality
but differer_n formal charge; this may be a major cpntributqr a For the neutral solutes, point-charge-derived dipole moments
to the reS|dua! erro_r' We could of Cou,rse eliminate this were compared to dipole mo’ments taken from the CM3 training set,
problem by using different surface tension parameters for which is described in ref 112 (397 total dipole moments). For the
ions, but, as stated above, unlike some of the other methodslipolar ions in Tables 1 and 2, point-charged derived dipole moments

in the literature, we avoid using molecular mechanics types. were compared to density dipole moments calculated at the MPW25/
MG3S level of theory (107 total dipole moments). ? For nondiffuse

L basis sets, RLPA partial atomic charges are equivalent to Lowdin
4. Parameters To Be Optimized partial atomic charges.

Three different types of parameters will be optimized as part
of this work: (1) the atomic radii in eq 12, (2) the value for data in Table 5 show that for most of the molecules tested
din eq 11, and (3) the atomic surface tension paraméters here, CM4-point-charge-derived dipole moments are more
and &7z in eqs 14-24. The above parameters will be accurate than those calculated using RLPA partial atomic
optimized using gas-phase geometries. In all cases, thecharges (for nondiffuse basis sets, RLPA partial atomic
solutes in our database were represented by a single, lowestcharges are equivalent to those obtained from wdin
energy conformation. For some of the solutes, in particular Population analysté* 119, One notable exception is for the
the solute-water clusters, this involved performing a con- anions tested here, where at the MPW25/MIDI!6D level of
formational analysis to identify the global minimum on the theory, RLPA-point-charge-derived dipole moments are more
potential energy surface. For the acetamide cation, we usedaccurate than the CM4-point-charge-derived dipole moments
the geometry corresponding to the oxygen-protonated spe-(for other levels of theory, the CM4-point-charge derived
cies, which is 9.7 kcal/mol lower in free energy in the gas dipole moments are more accurate).
phase than the nitrogen-protonated species (MPW25/MIDI! A second reason we prefer using CM4 partial atomic
level of theory). For the acetamide anion, we used the charges is because they are less sensitive to changes in the
deprotonated imidate form, which is lower in free energy in basis set than partial atomic charges obtained from other
the gas phase than the enolate by 15.7 kcal/mol (MPW25/models. This becomes especially true when diffuse functions
MIDI! level of theory). are added. Table 5 shows that as polarization and diffuse
For all of the unclustered solutes used in this work, we functions are added to the basis set, the quality of RLPA
used geometries optimized at the MPW25/MIDI! level of charges progressively worsens, whereas a much smaller
theory. The MIDI! basis s€t521%%s an especially economical dependency on basis set is observed for the CM4 charges.
basis set for calculations on large organic systems, but it Finally, it has recently been shoWathat CM3 (a model
was designed to give particularly accurate geometries. All quite similar to CM4) delivers more accurate charges for
of the solute-water clusters were optimized at the B97-1/ interior or buried atoms than partial atomic charges calculated

basis set  neutrals cations anions neutrals cations anions

MIDII6D 0.19 0.20 0.61 0.37 0.24 0.35
6-31G(d) 0.23 0.24 0.36 0.62 0.21 0.46
6-31+G(d) 0.27 0.32 0.44 0.76 0.43 0.55
6-31+G(d,p) 0.26 0.33 0.40 0.81 0.67 0.67

MG3S level of theory. from a fit to the electrostatic potential calculated around the
molecule of interest (e.g. the ChEIPG charge m&8elin
5. Results this same paper, it was also shown that CM3 charges are

5.1. Partial Atomic Charges. Although there is formally =~ much less sensitive to small conformational changes and to
no “correct” method for assigning partial atomic charges the level of treatment of electron correlation than are ChEIPG
because partial atomic charge it is not a quantum mechanicacharges.

observablé?® several qualities make CM4 partial atomic 5.2. Aqueous Solvation Free Energies Calculated Using
charges more suitable for use in the present model thanPreviously Defined Atomic Radii. First, we tested several
charges obtained from other methods. First, dipole momentspreviously defined sets of atomic radii for predicting aqueous
derived from CM4 point-charges are generally more accurate solvation free energies. For this, we developed three inter-
than point-charge-derived dipole moments obtained using mediate models using three different sets of atomic radii in
other charge partitioning schemes. This is demonstrated byeq 12, in particular the following: Bondi’s atomic radii
the data in Table 5, which lists the mean unsigned errors (which we also use to calculate the solvent-accessible-surface
between experimental dipole moments for 397 neutral area in eq 13) and the radii used by our SM5.42R and
molecules and those dipole moments calculated using CM4SM5.43R>16 models. These sets of atomic radii are listed
point charges and those obtained from a redistributeddio in Table 6. For each intermediate method, we calculated
population analysis (RLPAY Also listed are the average = AGgpvalues at the MPW25/6-31G(d,p) level of theory for
errors for 107 unclustered ionic molecules (experimental all of the solutes in our data set, withfixed at 4. With
dipole moments are not available for ionic solutes, so we calculated values foAGgp in hand, we then optimized a set
used density dipole moments calculated at the MPW25/ of surface tension coefficiens anddzz for each intermedi-
MG3S//IMPW25/MIDI! level of theory for comparison). The ate model by minimizing the errors between the experimental
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Table 6. Atomic Radii Used by Various Models ion data set as solutavater clusters are not included as their
atom Bondi SM5.42R SM5.43R SM6 analogous bare ions). The criteria we used to decide to which
H 120 001 0.79 Loz of the solqtes in our training set to add an explicit water
c 170 178 181 157 molecule (i.e. which bare solutes would be deleted from the
N 155 Loo 166 Lol selectively clustered-ion data set and replaced by their

o 152 1.60 163 1.50¢ analogous watersolute cluster) is as follows. First, we added

F 1.47 150 158 1 47¢ an explicit water molecule to any ionic solute containing

p 1.80 227 2.01 1.80¢ three or fewer atoms. Second, we added an explicit water
s 1.80 1.98 292 212 molecule to any ionic solute with one or more oxygen atoms
cl 1.75 213 228 202 bearing a more negative partial atomic charge than bare water
Br 1.85 231 238 260 solute (as judged by comparison of CM4 gas-phase charges

2 Not optimized, held fixed at Bondi's value. C(_)mputed at the MPWZTS/_G-S—ZG(d,p) level of theory)_-

_ _ _ Finally, we added an explicit water molecule to ammonium

Table 7. Mean Unsigned Errors in Aqueous Solvation and to all of the oxonium ions. We singled out solutes that
Free Energies (kcal/mol) Obtained Using Various Sets of satisfied one or more of these three criteria because we felt

a .
Atomic Radii these solutes were likely to form strong solutmlvent
ions hydrogen bonds with water and therefore would serve as a
atomic radii  neutrals  unclustered®  selectively clustered? useful indicator as to whether including a single explicit

_ water molecule in the calculation is an effective strategy for

Bondi 0.56 6.87 5.55 . :

accounting for strong solutesolvent hydrogen bonding

SM5.42R 0.52 5.64 4.73 effects

SM5.43R 0.52 6.06 5.32 ' . ) )

a For each set of radii, a different set of atomic surface tensions The, data in Table ,7 are c,:onSIStent with the fa,‘c,:t that the
was optimized. All d values were fixed at 4 for the calculations in this 50|V_at|0n free.energles of ions are more _sensmve t-o-the
table, and (in the whole article) we always use Bondi’s radii in eq 13. choice of atomic radii than the neutrals. This is not surprising,
The Ca'CU'a}jO”S_ in this tlab|e were ccar:_fiEd out using MPW”25/6' since theAGegp term is the major contributor to the total
31+G(d,p). ? Intrinsic Coulomb radii. € This data set contains all 112 solvation free energy for ions and because the surface
ions listed in Tables 1 and 2. 9 This data set contains 81 of the ions ) L X
listed in Tables 1 and 2 (those that do not appear in clustered form tensions are optimized for a given set of Va'“?SA‘GEP- _
in Table 3) plus the 31 clustered ions listed in Table 3. The data in Table 7 also show that all three intermediate

models give significantly lower errors for the selectively

neutral solutes. This step was accomplished using a NAG This indicates that for the above intermediate models
Fortran 90 routine, in particular the linear least squares solverincluding asingleexplicit water molecule in the calculation
routine3 The performance of the three intermediate models 1S at least partly effective in accounting for strong specific
is summarized in Table 7. solute-solvent hydrogen bonding interactions.

The data in Table 7 show that all three models lead to  5.3. Aqueous Solvation Free Energies Calculated Using
similar errors in the solvation free energies of neutral solutes. Optimized Atomic Radii and d Parameter. Of the three
Although not shown explicitly in Table 7, all three of the intermediate models presented above, the one based on
intermediate models predict an aqueous solvation free energySM5.42R radii performs the best for ionic solutes, giving a
for water that is~4 kcal/mol too negative. We encountered mean unsigned error of 5.64 kcal/mol for the ions in the
a similar error during the development of earlier models and unclustered-ion data set and 4.73 kcal/mol for the ions in
removed it by including a surface tension that identified the selectively clustered-ion data set. Next, we examined
oxygen atoms in the vicinity of two hydrogen atoms. We whether optimizing a new set of radii would lead to more
did not include this surface tension here, because doing soaccurate solvation free energies. For this, we again used
would have a negative impact on the performance of the MPW25/6-341-G(d,p). Throughout the parameter optimiza-
model for hydronium, protonated alcohols, and sohwiater tion process, for each set of intrinsic Coulomb radii, we
clusters. For the watatimer, all three of the intermediate  optimized a different set of surface tension coefficients for
models predict its solvation free energy correctly to within each set of radii by minimizing the overall error between
1.2 kcal/mol without using the special surface tension, which the calculated and experimental aqueous solvation free
is a significant improvement compared to the performance energies for all of the neutral solutes. This two-step procedure
of these models for the bare water solute. (where first a set of intrinsic Coulomb radii are chosen, and

For ions, the errors shown in Table 7 are broken down then surface tension coefficients are optimized for that set
into two different subsets: the unclustered-ion data set andof atomic radii) was implemented into a genetic algorithifn,
the selectively clustered-ion data set. The unclustered-ionand the average error between the calculated and experi-
data set contains all of the experimental aqueous solvationmental agueous solvation free energies for all of the ionic
free energies listed in Tables 1 and 2 but none of the selute solutes in the selectively clustered-ion data set (the reason
water clusters in Table 3 (112 ionic solutes). The selectively we chose to use only the data from the selectively clustered-
clustered-ion data set contains all of the experimental agueouson data set is discussed in section 6.2) was minimized. To
solvation free energies in Table 3 plus those aqueousensure that a physical parametrization was achieved, we
solvation free energies that are in Tables 1 or 2 but not Table constrained the optimization in the following ways. First,
3 (i.e. solutes that are included in the selectively clustered- any set of intrinsic Coulomb radii that yielded positi&&ep
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values for any of the solutes in our data sets, or for Table 8. SM6 Surface Tension Coefficients (cal/A?),
n-hexadecane, was disqualified. Second, any set of intrinsicOptimized for MPW X with Various Basis Sets

Coulomb radii that yielded AGgp value more negative than zz MIDII6D  6-31G(d)  6-31+G(d)  6-31+G(d,p)
—0.40 kcal/mol for any of then-alkanes was disqualified.

. . . H 60.3 60.7 55.2 55.2
This second constraint was added because several initial
AN s e 96.8 92.5 114.6 108.0
optimizations led to unusually small values for intrinsic N 495 14.9 71 0.5
Coulomb radii of hydrogen and carbon atoms. A value of _120.4 _126.9 1428 _1525
—0.40 kcgl/mol was chosen as the cutoff _because Q.4O keall ¢ 795 807 759 737
mol is twice the value that we have previously estlmafteq c.c 779 718 _824 —80.2
for the average uncertainty in the free energy of solvation c.c) 215 —198 295 -303
of a typical neutral solute. H,0 —116.7 -80.3 —59.4 551
Throughout the optimization, we found that small changes o,c 208.4 209.4 208.6 227.3
in the value used fod led to some improvement in the 0,0 95.3 109.6 127.9 139.5
model. Therefore, we decided to optimize th@arameter H.N -135.9 -110.1 —89.9 —91.8
simultaneously along with the intrinsic Coulomb radii. For CN —-11.6 20.8 17.4 7.5
this, we constrained the value dbetween 3.5 and 4.5. We  NC —46.1 —50.7 —57.1 —58.0
chose not to vargl more widely because it appears in the N.C(2)  -226.1 —158.8 —257.5 —267.4
exponential term of eq 11. N,C(3) 15.0 75.9 44.7 54.6
With the above constraints, we found an optimum of 3.7 9N 228.2 236.8 254.0 267.4
for d, which is close to the value of 4 originally suggested o 32'3 35'2 Zg'j zgg
by Still et alt% The intrinsic Coulomb radii resulting from ' ' ' '
Lo . . Br -19.2 -19.2 -22.2 —-21.8
the above optimization are listed in the last column of Table
. . S -59.9 —-52.7 -75.6 —-74.9
6. For oxygen and fluorine, we found that using Bondi's
. b - - . H,S 18.4 6.6 71.0 72.3
atomic radit?” instead of the optimized radii had little effect 216 123 510 553
on the overall performance of the model, so we used Bondi's 350 121 017 149
valuef, instead. For phosphorus, we held_the value fixed at oP 153.9 135.9 196.3 202.7
Bondi's value throughout the. optimization because _th.e Sp 1143 104.9 104.8 1225
current data set does not contain any phosphorus-containing
ions.
5.4. Atomic Surface Tension Coefficients.With the by a factor of around 3 for the two halogenated sulfur

intrinsic Coulomb radii andl parameter fixed at the values compounds in the data set.
obtained above, again using all 273 of the neutral solutes in Including diffuse basis functions has a much more
our data set, we optimized four different sets of atomic significant impact on the calculated aqueous solvation free
surface tension coefficients for the following levels of energies for the anionic solutes. Depending on whether
theory: MPW25/MIDI'6D, MPW25/6-31G(d), MPW25/6-  diffuse basis functions are used, the average errors in the
31+G(d), and MPW25/6-31G(d,p). The AGgp values selectively clustered-ion data set range from 3.56 kcal/mol
calculated at the MPW25/6-31G(d) and MPW25/6-31 G- to 5.56 kcal/mol. For anions, the MPW25/MIDI!6D level
(d,p) levels of theory for the solut®-ethyl O'-4-bromo-2- of theory performs the poorest of all the levels of theory,
chlorophenylS-propyl phosphorothioate are large outliers, which is not surprising since it was also shown to give the
so we omitted this solute from the determination of the least accurate point-charge-derived dipole moments for
atomic surface tension coefficients for these two levels of anions. For the cations, including diffuse functions has almost
theory (although we did use their calculated aqueous solva-no effect on the calculated aqueous solvation free enetgies
tion free energies to determine the errors shown in Table the average errors for the cationic portion of the selectively
9). The optimized surface tension coefficients for each of clustered-ion data set range from only 2.72 kcal/mol to 2.82
the above levels of theory are listed in Table 8. kcal/mol, and they do not follow the same trend as for the
Shown in the first column of Table 9 are the various anions. Although, based on the above results, it is tempting
classes of solutes in our data set. The next four columns listto suggest that diffuse basis functions are a necessary
the average errors in aqueous solvation free energies for eachequirement for calculating aqueous solvation free energies
solute class by level of theory (subsequent columns of this of anions, the role diffuse functions play in the liquid phase
table are discussed in the last paragraph of this section). Fois not as well understood as their role in the gas phase.
neutral solutes, the overall performance of SM6 is relatively Therefore, we will avoid making any general statements
insensitive to changes in basis set. Closer inspection of theregarding the relationship between using diffuse functions
individual solute classes in Table 9 does, however, reveal and the accuracy of various calculated liquid-phase proper-
that for the neutrals there are a few systematic differencesties.
between the aqueous solvation free energies calculated with Earlier work reveale that for a given basis set and hybrid
and without diffuse functions. For example, using diffuse density functional using the same set of atomic surface
functions leads to calculated solvation free energies for the tensions for any fractioiX of Hartree-Fock exchange had
carboxylic acids that are on average -6@®3 kcal/mol less little effect on the overall performance of our models. We
accurate than those calculated without diffuse functions. also found this to be true here, so the surface tension
Conversely, using diffuse functions reduces the average errorcoefficients in Table 8 can be used for any fraction of
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Table 9. Mean Unsigned Errors (kcal/mol) in Aqueous Solvation Free Energies Calculated Using SM6, by Solute Class

MPW25 B3LYP/ B3PW91/
solute class N MIDII6D  6-31G(d) 6-31+G(d) 6-31+G(d,p) 6-31+G(d,p)? 6-31+G(d,p)?
inorganic compounds 8 0.96 0.99 1.11 1.08 1.09 1.09
n-alkanes 8 0.53 0.58 0.62 0.59 0.53 0.57
branched alkanes 5 0.40 0.44 0.39 0.38 0.34 0.38
cycloalkanes 5 0.51 0.48 0.52 0.50 0.43 0.49
alkenes 9 0.30 0.29 0.28 0.26 0.24 0.26
alkynes 5 0.22 0.18 0.28 0.27 0.35 0.29
arenes 8 0.26 0.19 0.30 0.29 0.30 0.26
all hydrocarbons 40 0.37 0.36 0.40 0.38 0.36 0.37
alcohols 12 0.62 0.53 0.46 0.43 0.48 0.44
phenols 4 0.69 0.63 0.67 0.65 0.95 0.70
ethers 12 0.49 0.47 0.51 0.49 0.49 0.48
aldehydes 6 0.42 0.28 0.34 0.39 0.34 0.37
ketones 12 0.31 0.30 0.55 0.57 0.54 0.55
carboxylic acids 5 0.57 0.65 0.90 0.83 0.93 0.84
esters 13 0.33 0.40 0.52 0.46 0.41 0.44
bifunctional H,C,O compounds 5 0.70 0.53 0.47 0.46 0.50 0.46
peroxides? 3 0.21 0.20 0.27 0.26 0.22 0.26
all H,C,0 compounds® 115 0.42 0.40 0.46 0.44 0.45 0.44
aliphatic amines 15 0.67 0.63 0.60 0.61 0.59 0.60
anilines 7 0.48 0.55 0.72 0.79 1.12 0.84
aromatic nitrogen heterocycles (1N in ring) 10 0.21 0.22 0.32 0.35 0.53 0.37
aromatic nitrogen heterocycles (2Ns in ring) 2 0.71 0.56 0.53 0.49 0.51 0.50
hydrazines® 3 0.97 0.86 0.91 0.91 0.84 0.90
nitriles 4 0.41 0.34 0.63 0.62 0.69 0.61
bifunctional H,C,N compounds 3 0.33 0.32 0.39 0.39 0.51 0.39
all H,C,N compounds® 85 0.45 0.44 0.50 0.50 0.54 0.50
amides 4 1.07 0.89 1.02 0.97 1.10 0.99
ureas 2 0.59 0.31 0.61 0.45 0.25 0.40
nitrohydrocarbons 7 0.58 0.28 0.24 0.30 0.35 0.29
bifunctional H,C,N,O compounds 4 0.67 0.58 0.40 0.46 0.34 0.46
H,C,N,O compounds¢ 177 0.50 0.46 0.53 0.52 0.55 0.52
fluorinated hydrocarbons 6 0.51 0.46 0.41 0.42 0.43 0.42
chlorinated hydrocarbons 27 0.43 0.34 0.37 0.40 0.40 0.39
brominated hydrocarbons 14 0.24 0.20 0.34 0.33 0.22 0.31
multihalogen hydrocarbons 12 0.31 0.30 0.43 0.42 0.42 0.43
halogenated bifunctional compounds 9 1.00 0.95 1.24 1.21 1.23 1.20
thiols 4 0.29 0.32 0.30 0.28 0.29 0.27
sulfides® 5 0.65 0.78 0.48 0.46 0.40 0.44
disulfides 2 0.21 0.16 0.37 0.34 0.38 0.34
sulfur heterocycles 1 0.40 0.11 0.86 0.84 0.60 0.80
halogenated sulfur compounds 2 1.70 1.90 0.47 0.29 0.36 0.25
all non-phosphorus sulfur compounds 14 0.61 0.67 0.44 0.39 0.38 0.37
all phosphorus compounds f 14 0.64 0.72 1.30 1.18 1.10 1.22
neutrals 273 0.50 0.47 0.55 0.54 0.55 0.54
H,C,N,O ions®9 91 4.26 3.83 3.39 3.30 3.46 3.34
F,Cl,Br,S ions9" 21 4.17 3.63 2.82 2.83 3.01 2.85
anions? 60 5.56 4.66 3.68 3.56 3.76 3.62
cations9 52 2.72 2.80 2.82 281 2.93 2.82
ions?d 112 4.24 3.80 3.28 3.21 3.37 3.25

a Surface tension coefficients optimized for the MPW25/6-31+G(d,p) level of theory were used for these calculations. ? The inorganic solute
hydrogen peroxide is included in this solute class as well as the inorganic compound solute class. ¢ Solutes containing at most the listed elements.
9 The inorganic solute hydrazine is included in this solute class as well as the inorganic compound solute class. € The inorganic solute hydrogen
sulfide is included in this solute class as well as the inorganic compound solute class. f The inorganic compound phosphine is included in this
solute class as well as the inorganic compound solute class. 9 The ion data in this table are all taken from the selectively clustered-ion data set.
h Solutes containing at least one of the listed elements plus, in most cases, elements from the previous row.

Hartree-Fock exchange. Furthermore, we propose that they solvation free energies at the SM6/B3L%#B-31+G(d,p)//
can be used with any good density functionals. To test the MPW25/MIDI! and SM6/B3PW9¥¥6-314+-G(d,p) //IMPW25/
accuracy of the surface tensions in Table 8 when used withMIDI! levels of theory (both of these functionals ha¥e=
density functionals other than MPX\/we calculated aqueous 20%) using the atomic surface tension coefficients in Table
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8. The resulting errors are shown in the final two columns atomic radius of a given atom not only a function of its
of Table 9. In almost all cases, the agueous solvation freeatomic number but also a function of its partial atomic
energies calculated at these levels of theory are very closecharge. In fact, our earliest models (SM1-SWf3 used
to those calculated at the SM6/MPW25/643%(d,p)// charge-dependent intrinsic Coulomb radii. We experimented
MPW25/MIDI! level of theory. This invariance is due to  with several different functional forms for charge-dependent
the ability of these density functionals to deliver accurate radii, including (as just one example) making intrinsic
electronic wave functions, and the above results are encour-Coulomb radii a quadratic function of partial atomic charge,
aging because they show that the above parameters can band we found that while making the intrinsic Coulomb radii
applied to a wide variety of different density functionals, a function of partial atomic charge did improve the perfor-
assuming that the given density functional is able to provide mance of the model for many of the ions it did so at the
a reasonably accurate electronic wave function for the solutecost of having a deleterious effect on some of the other ions.
of interest. We eventually abandoned the idea of using charge-dependent
radii because of this finding and for two additional reasons.
6.1. Optimizing Solvation Parameters Based on Gas- First, a model that. uses charge-dependent radii would be
. . ) ) ) more likely to be highly basis-set dependent than a model
Phase GeometriesThe first point worth some discussion X
. i X . that uses atomic-number-dependent r&dfi Second, charge-
is the fact that the method is parametrized using gas-phase . oo ) ;
dependent atomic radii might lead to highly questionable

geometries. We optimize the parameters based on gas- . .
. : 2" results in cases where this dependence has not been carefully
phase geometries here as well as in recent previous

X examined (e.g. our data set does not contain any zwitterions
work?10-12.14-17.74.75fgr two reasons. First, for many solutes, (g Y

. . - . __or large biomolecules) or in cases where the atomic radius
less expensive _(e.g., semiempirical or molecular .meChamCSmight not be a smooth function of its partial atomic charge
methods)_can y_|eld accurate _gas-phas_e geometries. Secon(ze_g_ transition states that involve the displacement of a
our experience is that optimizing solvation parameters basedcharged or partially charged leaving group)

on gas-phase geometries does not cause a problem because . . ,
Several additional strategies that were not considered here,

for all or almost all of the molecules in the parametrization ' -
set (with the possible exception of those containing an but that have been used by others, include using atom-typed
radii'® 22 or using different sets of atomic radii for neutrals

explicit solvent molecule), the difference in solvation free i i X
energy between using a gas-phase geometry and using afnd ions: An example of this former type ;)f approach is
aqueous geometry is smaller than the mean error of thelh® united atom for HartreeFock (UAHF),Z method of
model. Having obtained the parameters with such a training Barone and co-workers, in which the atom’s radius depends
set, they can be used more broadly. Thus, when the geometr)Pn its hybridization state, connectivity, and formal charge

does change significantly in solution, the molecule should (SO; in & sense, this method falls under both of the above
be optimized in the aqueous phase, and such optimizationcategor'es)' Here, we did not consider using atom-typed radii

would be expected to give more accurate results in such gbecause it is not completely clear whether they can be used
case. The ASA algorith#? that we use for the solvation for modeling chemical reactions or predicting activation free

calculations has excellent analytic gradients that allow for €N€rgies (which require modeling a transition state) in the
efficient and stable geometry optimization in solution.

6. Discussion

liquid phase.

6.2. Optimizing Atomic Radii Against the Unclustered- We feel that adding one or more explicit water molecules
lon Data Set. The results presented above suggest that for to the calculation is the most reasonable approach to
some of the ions considered here as well as water adding armodeling some ionic solutes with a continuum solvent model.
explicit water molecule to the calculation is one way to ldeally we would give a definite prescription for when the
increase the accuracy of the model for these solutes.user should add a Specific water molecule in using this model.
However, since the solutevater clusters in Table 3 were However, it is not possible to do this in a way that covers
included in the training set used to obtain the parametersthe great diversity of possible cases that occur in applications,
contained in the present model, an interesting question is€specially if one includes reaction paths and enzymes. One
whether better results might be obtained if only the unclus- Prescription would be to add an explicit water whenever one
tered ions were considered. One strategy that could be usedvants to improve the accuracy, since adding an explicit water
to improve the performance of the model for the unclustered- should almost always improve the accuracy when the effect
ion data set would simply be to repeat the above optimization iS large, but it is relatively safe because it cannot make the
using the unclustered instead of the selectively clustered-accuracy much worse when the effect is small. In considering
ion data set. Indeed, it was shown in section 5.3 that the this question, we should note that although we obtain better
solvation free energies of the ions are quite sensitive to theresults when we add an explicit water in cases where the
choice of radii. Based on a careful examination of the given solute satisfies one or more of the three criteria
solvation free energies for all of the ions in our data set €xplained in section 5.2, we also obtain reasonably good
though, we determined that some of the bare ions requiredresults in most cases even without the explicit water (see
a much different set of parameters than the majority of the Table 10).
other solutes in our data set. Therefore, fitting the unclus-  Although not tested as part of this work, the above strategy
tered-ion data set with a single set of atomic radii gives of adding one or more explicit solvent molecules should also
uneven results, and that strategy was abandoned. improve the accuracy for predicting solvation free energies

Another strategy that could be used to try to fit all of the of some solutes in nonagqueous solvents, in particular those
data in the unclustered-ion data set would be to make thewhere specific solutesolvent hydrogen bonds are expected
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Table 10. Mean Unsigned Errors (kcal/mol) in Aqueous Solvation Free Energies Calculated Using Different Continuum
Solvent Models

MPW?25/6-31+G(d,p) HF/6-31G(d) MPW25/6-31+G(d,p)
SM6 SM5.43R DPCM/98 DPCM/03  CPCM/98  CPCM/03 IEF-PCM/03 IEF-PCM/03
neutrals? 0.54 0.62 1.02 1.40 1.06 1.11 1.10 1.21
unclustered ions? 4.19 6.12 4.40 14.95 5.02 6.32 6.37 7.78
clustered ions? 3.21 6.16 5.86 14.32 6.33 7.58 7.63 8.98
all ions¢ 4.38 6.92 5.83 15.60 6.40 7.47 7.53 8.88
all data? 1.86 2.79 2.69 6.28 291 3.30 3.31 3.85

a273 molecules. 112 ions. ¢ 143 ions. 9416 data.

to occur. Of course, testing this strategy for solvents other basis-set dependence in aqueous solvation free energies
than water would require a careful comparison between calculated with SM6).
experimental and calculated solvation free energies of solutes Comparing the overall errors for the unclustered-ion data
in nonaqueous solvents, which is beyond the scope of theset to those in the selectively clustered-ion data set shows
present work. that only the performance of SM6 improves significantly

6.3. Performance of Other Continuum Models.Using when a single explicit solvent molecule is added to the
our database of aqueous solvation free energies, along withcalculation (the overall error decreases from 4.19 kcal/mol
gas-phase geometries optimized at the MPW25/MIDI! level for the ions in the unclustered-ion data set to 3.21 kcal/mol
of theory, we tested the performance of the SM5.43R and for the ions in the selectively clustered-ion data set). Again,
PCM continuum models for predicting aqueous solvation free this suggests that including a small number of explicit water
energies. For all PCM calculations, we used the UAHF molecules in SM6 calculations may be an effective strategy
method for assigning atomic radfi,which is the recom-  for predicting the aqueous solvation free energies of some
mended method for predicting aqueous solvation free ener-ions in cases where strong solutlvent hydrogen bonds
gies with PCM according to th&aussian 03manualt3® are expected to play an important role in the aqueous phase.
Because the parameters contained in the UAHF method wergFurthermore, we feel that this is a much more reasonable
originally optimized for use with the HF/6-31G(d) level of strategy than trying to use drastically scaled values for the
theory2® we used this level of theory to calculate aqueous atomic radii or atom-typed or charge-dependent radii. The
solvation free energies for all of the PCM methods tested excellent performance of the SM6 model as compared to all
here. (Thus the PCM methods are tested in a way that shouldthe models in the popul&Baussianpackages is especially
allow them to perform at their best.) However, we also remarkable when one remembers that the atomic radii in SM6
wanted to see what effect changing the level of theory had are functions of only atomic number (and the radii for O
on the accuracy of PCM, so we tested one of the PCM and F are not even optimized), whereas the recommended
methods described below at the PCM/MPW25/6-&1d,p)// radii used inGaussiardepend on connectivity, hybridization
MPW25/MIDI! level of theory also. state, and formal charge.

There are several different varieties of PCM, and most of
these are implemented differently aussian 983 and 7. Concluding Remarks
Gaussian 03 Here, we tested the dielectric versibri®  We have presented a new database of experimental aqueous
of PCM (DPCM) as implemented in bothaussian 9&nd solvation free energies that contains 273 neutral and 143 ionic
Gaussian 03° These two models will be referred to as solutes, including 31 ioAwater clusters. Using these data,
DPCM/98 and DPCM/03, respectively. We also tested we developed a new continuum solvent model called SM6.
CPCM/98°137138nd CPCM/03"13713%s well as the default  This model can be used to calculate aqueous solvation free
PCM method inGaussian 03IEF-PCM/032°32 The IEF-  energies and, although not demonstrated here, liquid-phase
PCM/03 model is particularly interesting because Chipfffan  geometries in aqueous solution. SM6 uses partial atomic
found that it includes charge penetration effects “extremely charges obtained from a new charge model, Charge Model
well for all solutes”. The results of these calculations are 4 (CM4), which has been shown to give accurate partial
summarized in Table 10. charges for both neutral and ionic solutes. In addition, we

The data in Table 10 show that SM6 outperforms all of have shown that the partial atomic charges obtained from
the other models tested above for both neutral and ionic CM4 are much less dependent upon changes in the basis set
solutes. For PCM, the most accurate solvation free energiesthan partial atomic charges obtained from &awldin or
are obtained using the older DPCM/98 implementation. The Redistributed Lavdin population analysis of the wave
data in Table 10 also show that changing the level of theory function.
has a negative effect on the performance of IEF-PCM/03, For some of the ions in our data set, we showed that the
which is not surprising, since the UAHF method for assigning addition of a single explicit water molecule to the calculation
atomic radii was optimized using DPCM/98 at the HF/6-  (i.e., modeling the solute as a solat@ater cluster) improved
31G(d) level of theory. Of course, the performance of SM6 the performance of SM6 for predicting aqueous solvation
for anions is dependent on the basis set used (see the data ifree energies, indicating that large numbers of solvent
Table 9), although its performance improves as the basis setmolecules are not necessarily required for improving the
size in increased (for neutrals and cations, there is very little treatment of some strong solutsolvent hydrogen bonds in
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the first solvation shell. This is encouraging, because treating This material is available free of charge via the Internet at
large numbers of solvent molecules explicitly often presents http://pubs.acs.org.
many problems. Furthermore, we feel that this strategy is
more reasonable than using unphysical values for the atomic
radii or using atom-typed or charge-dependent radii.

We also used our new database of aqueous solvation free 2200,
energies to test the performance of several other continuum _ _
solvent models, namely SM5.43R and several different (2) Tomasi, J.; Persico, Mchem. Re. 1994 94, 2027-2094.
implementations of PCM. For both neutral and ionic solutes,  (3) Cramer, C. J.; Truhlar, D. G. Am. Chem. S0d.991, 113
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Abstract: The binary-encounter-Bethe (BEB) theory has been successful for computing electron-
impact ionization cross sections of many molecules. For molecules that contain heavy atoms
(defined here as atoms with valence principal quantum number n > 2), there are two alternative
BEB procedures in the literature. The first involves a kinetic-energy correction for molecular
orbitals that are dominated by atomic orbitals with n > 2. The second alternative is to use effective
core potentials (ECPs), which were developed for other purposes but yield valence pseudo-
orbitals with reduced kinetic energies. In the present study, the results of these two approaches
are compared with experimental cross sections for several molecules containing heavy elements.
Although both procedures perform well, the ECP results agree somewhat better with experimental
measurements. Cross sections are presented for C,Clg, C2HCIs, C,Cly, both isomers of CoH,-
Cly, CCly, TiCly, CBrs, CHBr3, CHzBr,, P2, Pa, Asy, Ass, GaCl, CS;, HpS, CHsl, Al(CH3)s3, Ga-
(CH3)s3, hexamethyldisiloxane, and Zn(CzHs),. Incorrect BEB calculations have been reported
in the literature for several of these molecules. As an ancillary result, the dipole polarizability of
Zn(C,Hs)- is predicted to be 12.1 A3,

Introduction sections. Furthermore, many of the interesting cross sections
Electron impact ionization cross sections are essentialare for molecules that are especially difficult to measure,
guantities for modeling plasma chemistry, which is important such as free radicals and molecular ions. Thus, reliable
in a variety of practical processes. For example, low- theoretical predictions are valuable.

temperature plasmas are important in semiconductor process- |, binary-encounter-Bethe (BEB) mo#felhas been
ing, in the destruction of volatile organic compounds, for

modifying the mechanical properties of surfaces, and inwall- . -
. . . . U variety of moleculed.For molecules containing heavy atoms,
chemistry in nuclear fusion reactors. Absolute ionization . . .
here meaning atoms with atomic numke&r> 10, the ab

cross sections are also necessary to obtain quantitative gas

densities from mass-spectrometric measurements, as in flamdtio computaﬂon; required by the BEB model can. t,)e
sampling and Knudsen-cell thermochemistry. performed in two different ways: with all electrons explicit

Absolute ionization cross sections are difficult to measure OF PY using core pseudopotentials, also known as effective
precisely. Even for convenient, stable molecules, experi- COre potentials (ECPs). Experimental cross sections are

mental groups often disagree on the values of the crossavailable for several such molecufed,warranting a com-
parison of the two computational approaches to BEB cross

* Corresponding author phone:  (301)975-2510; e-mail: Sections. Note that partial ionization cross sections, i.e.,
karl.irikura@nist.gov. cracking patterns, cannot yet be predicted theoretically.

10.1021/ct050077j CCC: $30.25 © 2005 American Chemical Society
Published on Web 09/30/2005

shown to produce reliable total cross sections for a wide
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Theoretical Procedures However, 8 orbitals lack radial nodes, so their kinetic energy
In BEB theory, the total electron-impact ionization cross is nearly unaffected by using the ECP. Consequently, one
section is expressed as a sum of cross sections for eactshould usen = 3 for the 31 orbitals even when an ECP is

molecular orbital (MO) used. A similar situation would occur in the case of valence
s nt 1 1t 4f orbitals.
n n
TnN=————+1-3|+1-F———
owo(TiM =137y 1)/n[ 2 ( tZ) t t+ 1]

Computational Methods 11

1

@ All ab initio calculations in support of the BEB model were
whereT is the energy of the incident electrdrs= T/B, u = performed with the Gaussian 03 program suite using basis
U/B, S= 4rao®N(R/B)? a is the Bohr radius, anRis the  sets as implemented theréhBasis sets listed in square
Rydberg energy. For each molecular orbials the binding  prackets were used on atoms with atomic number 36
energy (i.e., the vertical ionization energly),is the kinetic  (that is, beyond Kr). Molecular geometries were computed
energy, andN is the number of electrons in the orbital (i.e., using the B3LYP hybrid density functiod&t* with the
the occupation number). Wheh < B, the MO cannot be  §-31G(d) [3-21G(d)] basis sets, with all electrons explicit.
ionized, soomo = 0. The constanh is a kinetic-energy  vjprational frequencies were computed to verify that all
scaling factor whose role will be discussed below as it stryctures are energy minima. These geometries were used
pertains to the two different methods of calculation. When gy g)| subsequent calculations.
B exceeds the second ionization energy)|Ehe molecule Orbital binding energies, kinetic energiesl) [Gaussian

is presumed to acquire a secor_ld qharge Fhrough an Auger03 keyword iop(6/8%3)], and Mulliken populations were
process. In that case, the contributionogo is QOubIed to computed at the Hartred-ock (HF) level using the 6-311G-
t(d,p) [3-21G(d)] basis sets. For pseudopotential calculations,
the Stuttgat®'®*ECPs and corresponding basis sets were used
on heavy atoms according to the defaults in the Gaussian
03 software. For the elements relevant to this study, the ECPs
are MWB10 (AFCI, Zn), MDF10 (Ti), MWB28 (Ga-Br),

and MWB46 (1), where “MWB” and “MDF” denote quasi-
relativistic and relativistic ECPs, respectively, and the
numerical suffix indicates the number of core electrons
replaced by the effective potential. A setafpolarization
functions, taken from the corresponding 6-311G(d,p) [3-21G-
(d)] all-electron basis, was added to each heavy center. The
combination of ECP, basis, and polarization set is labeled

is, the gross ionization cross section. For a molecule
composed only of light atoms, eq 1 is used witk= 1 for
all orbitals. When a molecule contains heavy atoms, there
are two computational alternatives for applying the BEB
model.
In the first method, all electrons are included explicitly
in the ab initio calculations. The scaling factoin eq 1 is
unity except for orbitals that are dominated by atomic orbitals
with principal quantum number 2, as judged by a Mulliken
population greater than some threshold. When this is the case
n is set equal to the principal quantum number of the
dominant atomic orbitals. We have typically used a threshold
. ; . ECP(d) here.
of 50%; choosing a different value generally changes the R o B )
peak cross section by less than 10%owever, changing The !SEB ionization cross section is sens.mve to t'he yerqcal
the threshold affects the predicted cross sections systematiionization energy of the molecule, that is, the ionization
cally. As suggested by a referee, we consider the thresholdthreshold. Koopmans (i.e., HartreBock) binding energies
as an adjustable parameter in this study. are too approximate fo[r this purpose. More accurate values
In the second methdtthe core electrons of the heavy of B for the valence orb|_tals were computed using the outer-
atoms are replaced by effective potentials (ECPs). Since there/alénce Green's function (OVGF) methéd® with the
are no core orbitals to which they must be orthogonal, the 6-311G(d,p) [3-21G(d)] basis sets. For the chlorofluo-
resulting valence pseudo-orbitals lack the radial nodes of 'omethanes, the binding energies from this procedure are
normal orbitals, making their kinetic energies much lower ower than corresponding experimental values by only 0.3
than normal. [Nodes indicate oscillatory behavior, which €V-* OVGF results were rejected for pole strength§.75.
corresponds to large gradients and curvatures in the orbitalWWhen available, experimental vertical ionization energies
function. Eliminating radial nodes decreases the kinetic Were used for the outermost valence orbitals. Second
energy, especially in the core, because the principal radialionization energies, I were taken either from experiment
dependence of the kinetic energy is proportional &2 or from B3LYP/6-311G(d,p) [ECP(d)] calculations at the
+ (2/r)(8/ar)]).19 Thus, eq 1 is used with = 1 for all valence geometry of the neutral molecule, considering both singlet
molecular pseudo-orbitals. No Mulliken populations or and triplet dications. Mulliken populations for each MO were
arbitrary thresholds are needed. However, since many coredenerated by using the program MullP8mvhich was kindly
orbitals are missing in an ECP calculation, their contribution medified by its author to accommodate Gaussian 03 output
to the ionization cross section can only be obtained from a files.
separate, all-electron calculation. At low impact energies, the core orbitals make only a small
An intermediate situation sometimes arises in which contribution to the ionization cross section and can be
certain orbitals do not lose any nodes upon introduction of neglected. Thus, if one is interested only in low energies,
an ECP. In the present study, this occurred for Zh{g}. ECP calculations alone are adequate for computing ionization
The 3 orbitals on Zn are considered to be valence orbitals cross sections. For such calculations, geometries were
and are treated explicitly even when an ECP is in use. optimized at the B3LYP/6-31G(d,p) [ECP(d)] level.
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Table 1. Experimental lonization Energies Used in BEB Calculations®
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molecule IE\2 (eV) IE2P (eV)
C.Clg 2apg = 11.22, 94 = 11.37, 2a;, = 11.79;%8 (11.02, 11.17, 11.52) 28.8 £ 0.5%9 (26.3)
C,HCls 20a"” =11.28, 192" = 29a’ = 11.56, 28a’ = 18a”" = 12.09;*8 (10.98, 11.28, 11.45, 11.79, 11.74) 28.7 £+ 0.5%9 (26.4)
C.Cly 3bay = 9.51, 7hag = 11.37, 2ay = 7hy, = 12.19, 2byg = 8by, = 9ag = 12.58;8

1,1,1,2-C5H,Cls

1,1,2,2-C3H,Cl4

ccly 2t = 11.69, 7t, = 12.62, 2e = 13.44;%8 (11.39, 12.31, 13.03) 29.1 + 0.1%° (28.0)
TiCla 2t; = 11.69, 9t, = 12.67, 2e = 13.17, 8t, = 13.46;5! (11.69, 12.94, 13.41, 14.12)
CBra 5t; = 10.39, 13t = 11.07, 5e = 12.11;%2 (10.27, 11.12, 11.82)
CHBIr3 5a, = 10.5, 18e = 10.8, 15a; = 11.3, 17e = 11.7;52 (10.18, 10.65, 10.83, 11.38) 27.9 £+ 0.2%8 (26.2)
CH,Br» 13b, = 10.6, 6b; = 10.8, 5a, = 15a; = 11.3;52 (10.28, 10.47, 10.76, 10.90) 27.4 + 0.2 (27.0)
P2 27y = 10.62, 504 = 10.81;54 (10.49, 10.71)
Py 2e = 9.46, 9.92;¢ 6t, = 10.36, 10.53, 10.72;° 5a; = 11.85;%5 (9.53, 10.29, 11.70)
As; 47y = 9.82, 9.96;9 804 = 10.22;56 (9.75, 10.13)
Asa 5e = 8.75, 9.16;° 12t, = 9.76, 9.97, 10.11;° 8a; = 11.06;% (8.84, 9.76, 10.94)
GaCl 1204 = 10.07, 57 = 11.38;%6 (9.55, 10.93)
CS; 27y = 10.06, 27, = 12.83;% (9.79, 13.12) 27.22 4+ 0.08% (27.0)
H,S 2b;, = 10.48, 5a;, = 13.25;%8 (9.87, 12.95) 32.858 (31.9)
CHsl 9e = 9.54, 10.16;7 13a; = 12.50;*8 (9.15, 12.07)
Al(CHa)s 5e’' = 9.85, 6a' = 12.6;%9 (9.71, 12.84)
Ga(CHgs)s3 7e' = 9.76, 8a' = 13.5;60.61 (9,54, 13.16)
TMSzO 1661 = 8b1 = 9.88, 14b2 =Ta, = 10.73, 15a; = 7b1 = 12.5;62
(9.77,9.79, 10.59, 10.59, 12.31, 12.31)
Zn(CoHs)2 15b = 8.6, 17a = 10.5;5% (8.53, 10.28)

(9.59, 11.13, 11.94, 12.11, 12.26, 12.43, 12.73)

14a" = 11.45, 27a' = 13a” = 11.67, 12a" = 26a’ = 11.91, 25a' = 12.37, 24a’ = 11a" = 12.83;*8

(11.13, 11.30, 11.32, 11.57, 11.67, 12.04, 12.50, 12.55)
9bg = 11.17, 12a4 = 9a, = 11.62;*¢ (10.84, 11.34, 11.56)

28.2 + 0.5% (26.8)

28.7 + 0.5% (26.8)

a Vertical ionization energy. © Double-ionization energy. ¢ Jahn—Teller split. ¢ Spin—orbit split. ¢ Calculated OVGF values listed parenthetically,
for comparison. All values in eV.

The series of computations were performed automatically The corresponding calculated values are listed parenthetically
by means of a Perl-language script. The output of this script for comparison. In some cases, the theoretical results led us
is a summary of the MO data in the tab-delimited format to reassign the experimental photoelectron spectra.
used in the NIST databadeThis file serves as input to lonization cross sections are used for a variety of applica-
another Perl script, which computes energy-dependent crosgions, suggesting a variety of criteria for comparing theoreti-
sections. cal predictions with experimental measurements. We consider

Electric dipole polarizabilities, which are not part of the four criteria in this study:

BEB procedure but are relevant in the Results section, were (1) Peak cross section: The difference between theory and
computed using the Gaussian 03 and GAMESS programsexperiment may be expressed in absolute ternis ¢Aas a
as convenient?20 percentage of the experimental value.

(2) Cross section at energy of maximum difference
Results between AE and ECP predictions: This is the energy at
We selected several molecules for which total ionization which the two models are most easily distinguished. The
cross sections have been measured experimentally and whicldifference between theory and experiment may be expressed
contain as many heavy atoms as possible yet which do notin absolute terms (A or as a percentage of the experimental
contain atoms so heavy that all-electron basis sets arevalue.
unavailable. This set of molecules was intended to accentuate (3) Shape of the cross-section curve, plotted as a function
differences between the all-electron and ECP predictions. of incident electron energy: Predicting the shape of the curve
For computational convenience, only closed-shell moleculesis most useful when reliable experimental measurements are
were considered. Along with literature references for the only available at a few impact energi®s.
experimental cross sections, the molecules are as follows: (4) Initial slope: The energy dependence of the cross
C,Cls, CHCIs, C,Cly, 1,1,1,2-GH,Cl4, and 1,1,2,2-¢H,Cly;” section at low energies is important for plasma modeling.
CCly;7?122TiCl ;%% CBrg, CHBI3, and CHBIr;8 Py, Py, Asp, The difference between theory and experiment may be
and As;?* GaCl?® CS;26728 H,S27:29.30 CHjl; 531 Al(CH3)3 expressed in absolute terms%@V) or as a percentage of
and Ga(CH)3;*? hexamethyldisiloxane (TM®);3® Zn- the experimental value.
(CoHs),.34 Peak Cross SectionThe simplest comparison between

Tables of MO data used to generate the BEB cross sectiongheoretical and experimental cross sections is simply the peak
are available as Supporting Information. As mentioned above, value. Table 2 lists the peak cross sections from experimental
some vertical ionization energies and double-ionization measurements and from BEB calculations using both all-
energies were taken from experimental measurements. Theselectron (AE) and ECP approaches. The effect of changing
experimental values are listed in Table 1 with their sources. the Mulliken population threshold is addressed below; the
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Table 2. Experimental and Calculated Peak Total

Scott and Irikura

Peak Total lonization Cross-sections

lonization Cross Sections in A2 (1 A2 = 1020 m2)¢ et | L 1112-con2ci
F 1122-C2H2Cl4
molecule expt BEB-AE BEB-ECP % ®  AE - expt - AlMe3
g A ECP-expt [ g2cK
C:Cls 26.61 + 1.067 25.9 24.7 el R [ Covias
CoHCls 23.61 + 0.947 22.7 21.6 Piaal [ o
CoCla 21.74 +0.877 180 17.8 e g [ Griat
1,1,1,2-C2HCly 21.24 + 0.857 19.1 18.4 8 . H';:H* [ SHers
1,1,2,2-CoH,Cly 19.66 £ 0.797 19.6 18.8 = N [ e
cCly 15.45 + 0.627 16.4 15.6 g - SR g
15.15 + 0.762 H——e—H [ TMS20
14.9 + 1.522 NEarnaan Sl [
TiCly 16.45 + 2.4723 19.9 17.5 Rt [ 2
CBry 19.0 4 0.765 20.6 19.7 - - ; - '
15 -10 -5 0 5 10 15
CHBr3 13.75 + 0.556 15.4 14.9 _ )
CH,Br, 11.67 4+ 0.475 115 114 Calculated - Experimental (A%)
P2 9.0 +1.4% 85 7.6 Figure 1. Differences between theoretical peak cross sec-
Py 21.0 +3.4% 17.0 15.1 tions (both all-electron and effective-core-potential calcula-
Asz 132 +£2.1% 9.7 8.6 tions) and experimental peak cross sections for 22 molecules.
Asq 27.2+£4.3* 19.4 171 A Mulliken population threshold of 75% was used in the all-
GacCl 9.25 £ 0.93% 8.6 8.3 electron calculations. Error bars indicate the reported experi-
CS; 9.03 + 0.54%7 9.7 9.4 mental uncertainties. A difference of zero corresponds to
11.70 + 0.47%8 perfect agreement between theory and experiment.
8.85 + 1.3326
H.S 3.93 + 0.51% 4.9 4.6 the experimental values. On average, the peak cross sections
5.53 + 0.33%7 from AE75 calculations are 4% larger than from ECP
6.282° calculations (standard deviation 4%). As expected, the
CHal 10.3+0.3° 8.9 8.7 fractional discrepancy between the AE and ECP predictions
9.64 £ 0.583% is greatest at low electron energy, where the cross section
Al(CHz)s 13 + 1322 14.0 14.44 has a small value. For example, the AE75 prediction exceeds
Ga(CHa)s 12+ 1% 14.1 14.9% the ECP prediction for &l by 31% at 15 eV, 5% at 70
TMS,0 26.41 4+ 3.9633b 28.0° 28.6° eV, and 1% at 200 eV.
Zn(CzHs)2 7.9+ 143 17.1 17.6

Cross Section at Energy of Maximum DifferenceThe
absolute difference between the AE and ECP predictions is
greatest somewhat below the peak in the cross section. For
example, the AE75 prediction exceeds the ECP prediction
AE values in Table 2 were computed using a threshold of for C:Cls by 1.0 2 at 15 eV, 2.1 Rat 40 eV, 1.2 Kat 70
75%, which we denote AE75. The differences between the €V, and 0.2 & at 200 eV. This suggests that the AE and
calculated and experimental peak cross sections are plotted=CP predictions are best compared not at the peak in the
in Figure 1. Anomalously large discrepancies are apparentCross section, as in Table 2, but at some lower energy, where
for Zn(C,Hs), and for As. These anomalies and questions their contrast is greatest. Table 3 lists cross sections at
about these experiments, described below, lead us to exclud€nergies where the difference between the AE75 and ECP
from primary consideration the five molecules[Ps, As,, predictions is greatest. Experimental values are included
As,, Zn(CHs);] measured in these two experiments. when available. Excluding the same five molecules as before,

From Table 2, the average reported experimenta| uncer-the mean deViationS from experimental ValueS are 0.8 and
tainty is 1.2 & Excluding the five molecules mentioned —0.1 A2 for the AE75 and ECP approaches, respectively.
above, the average reported experimental uncertainty is 0.9As fractions of the experimental values, the respective mean
A2 and the mean deviations from experimental values aredeviations are 10% and-1% for the AE75 and ECP
0.1 and —0.3 A? for the AE75 and ECP approaches, Mmethods.
respectively. The standard deviations of the discrepancies Shape of the Cross-Section CurveThere is no standard
are 1.6 & for both AE75 and ECP methods. On average, procedure for comparing experimental and theoretical curve
the peak cross sections from AE75 calculations are 3.5 A shapes. Here we use the minimized root-mean-square dif-
larger than from ECP calculations (standard deviatiopn.6 ~ ference (rmsd) given by eq 2, where the integral is over the
A2, range of the experimental data and the scaling pararseter

The discrepancies in Table 2 may also be considered oniS chosen to minimize rmsd for each data set individually.
a fractional basis. The mean reported experimental uncer- o1
tainty is then 8%. When the same five molecules are  MSA= [Ty~ Toin) memax (S0pes — Texp) 01 (2)
excluded as above, the mean experimental uncertainty is 7%,
and the mean deviations from the experimental values are The values of rmsd (ang) for each experimental data set
1% and—2% for the AE75 and ECP methods, respectively, are listed in Table 4. Excluding the same five molecules as
both with standard deviation of 13%, all as percentages of before, the average values of rmsd are 0.8 and 6.60A

a At 70 eV, not necessarily the peak. ? At 100 eV, not necessarily
the peak. ¢ A Mulliken population threshold of 75% was used in the
AE calculations.
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Table 3. Experimental and Calculated Total lonization Table 4. Comparison of the Shapes of the Experimental
Cross Sections at Energies Where AE and ECP and Calculated Cross-Section Curves?
Predictions Differ Most@ rmsd (A2) fitting parameter s
molecule energy expt AET75 ECP molecule AE75 ECP AE75 ECP
C,Clg 28 15.3 + 0.67 17.7 15.4 C,Clg7 2.06 1.04 0.97 1.09
C,HCls 26 13.0 + 0.57 14.2 12.3 C,HCIs? 1.50 0.65 1.01 1.11
C,Cly 24 11.6 +0.57 9.9 9.1 C,Cly” 1.03 0.30 1.10 1.23
1,1,1,2-C,H,Cly 26 12.4 +0.57 11.8 10.3 1,1,1,2-C2H,Cl,” 0.97 0.38 1.07 1.17
1,1,2,2-C,H,Cly 26 11.6 & 0.57 12.4 10.8 1,1,2,2-C2HCly” 1.00 0.39 0.97 1.06
cCl, 28 9.6 + 0.47 10.9 9.5 CCl,721.22 0.51 0.21 0.88 0.98
9.0 + 0.42% 0.99 0.55 0.97 1.05
11.4 + 1.122 ‘ 0.79 1.22 0.87 1.01
TiClg 38 14.9 £ 2.2% 17.6 14.5 ES;‘?G gi; ggg 822 8{9;2
CBrs 235 134 115 CHzBiZG 0.75 0.31 0.93 1.02
CHBr3 23 6.5+ 0.35 9.9 8.6 p,2 1.85 1.51 1.15 1.29
CH2Br» 21.5 5.2 +0.26 6.6 5.7 P24 3.64 3.06 1.45 1.61
P2 30 5.3+0.8% 7.6 6.4 Asy? 4.19 3.72 1.26 1.42
P4 30 15.7 £ 2.5%4 14.8 12.5 Asy24 5.41 4.23 1.55 1.72
As; 28 3.4 4+0.5% 8.7 7.2 GacCl? 0.85 1.12 1.00 1.07
Asy 28 14.2 +2.3%4 17.1 14.2 CS,%6-28 0.80, 0.60 0.95 1.03
GacCl 23 7.9 +0.82 5.3 4.6 0.44 0.20 0.92 1.00
CS; 30 6.9 =+ 0.427 7.8 7.1 173 122 113 128
6.4 + 0.328 H,S27:29.30 0.16, 0.17 1.18 1.23
87+ 1.3% o3 o  los  1od
H,S 30 33+ 0.423 4.0 3.5 CHalL 053 028 110 116
51+03 Al(CHs)s® 047 051 0.84 0.81
5.1% Ga(CHa)s® 0.80 0.66 0.86 0.81
Al(CH3)3 34 8.9 + 0.7 11.2 11.6 Zn(CzHs),% 0.23 0.25 0.45 0.44
Ga(CHs)s 38 9.7 +£1.0% 11.2 121 a A better match yields a smaller value of rmsd from eq 2. A
TMS;0 40 22.34+3.3% 245 254 Mulliken population threshold of 75% was used in the AE calculations.
Zn(CzHs)2 50 7.3+£1.3% 16.0 16.6
@ Energies in eV, cross sections in A2, A Mulliken population relevant to the choice of in eq 1. The upper part of Table
threshold of 75% was used in the AE calculations. 6 excludes the five questionable molecules. The lower part

. of Table 6 includes all molecules. Differences between theory
the AE75 and ECP approaches, respectively. On average . . . .
. and experiment are listed in both absolute and fractional

the ECP value is 15% smaller than the AE75 value. . .
(percentage) terms. Since a small mean difference can

Initial Slope. Cross-section curves are not linear. The . ) .
o ! : conceal large discrepancies, root-mean-square (rms) differ-
initial slope is defined here as the slope of the least-squares

line through the experimental set of low-energy data points, ences are also Ilsted..For all entries in Table 6, a value of
i.e., from the threshold up to twice the threshold energy. 2°r0 Corfeésponds to ideal agreement between theory and
These same low energies are used to compute theoreticaFXpe”mem' _

cross sections, which are then fitted with a line to determine  COmments on EXperlmentaI Measurements for B P,

the corresponding theoretical initial slope. Results are ASz» and Asi. The experimental results for AsAs,, Ps, and
collected in Table 5. Excluding the same five molecules as P2 Were reported in the same pagenll were measured

before, the average discrepancies with experimental valuesUSing & Knudsen cell. Different precursors were required for
are—0.1 and—0.5 A%eV for the AE75 and ECP methods, the tetramers and the dimers. The number densities of the

respectively. As fractions of the experimental values, the neutral gases were inferred from the rate of mass flow and
respective mean deviations are 2% ané% for the AE75 the equations describing molecular flow. A multiplicative
and ECP methods. For the molecule GacCl, the eXperimentaﬂnstrumental correction factor was derived from room-
ionization threshold (6 eV) is much lower than the molecular temperature measurements of &hd Ar. We suggest that
ionization energy (10.07 V. The authors attributed this  the number densities estimated by this procedure were
to ion pair formation, Ga+ CI- (although the threshold is ~ Somewhat too low.
1.4 eV too low)?® which is not included in the BEB theory. Comments on Experimental Measurements for Zn-
Another possibility is unwanted, atomic Ga (F 5.9993 (C2Hs). In the Zn(GHs), experiment? it was assumed that
eV)¥ formed during the ion neutralization process. Thus, the Ar:Zn(GHs), pressure ratio in the gas reservoir was
GaCl data points below 10 eV were omitted from our retained in the mass spectrometer. This neglects the expected
analysis. mass discrimination in the leak valve, which depends on the
Statistics for all the comparisons are collected in Table 6. molecular masses adgn(c,rg,/Mar)¥? ~ 1.7638 Applying
For the AE calculations, results are tabulated for Mulliken this correction raises the peak experimental cross section to
population thresholds of 25%, 50%, 75%, and 85% as 13.9+ 2.5 A2, much closer to the theoretical values.
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Table 5. Experimental and Calculated Initial Slopes Table 6. Differences between Theory and Experiment:
(A2/eV) of Total lonization Cross-Section Curves, as Summary Statistics and Effects of Varying the Mulliken
Defined in the Text? Population Threshold?
molecule expt AE75 ECP comparison with expt ECP AE25 AE50 AE75 AE85
CClg 0.957 0.91 0.85 Five Molecules [P2, P4, AS,, Ass, Zn(C2Hs)2] Excluded
C,HClIs 0.867 0.78 0.74 peak: mean (A2 -0.3 1.2 1.1 01 -0.2
C,Cly 0.817 0.61 0.60 peak: mean % —2% 8% 8% 1% —3%
1,1,1,2-CoH,Cly 0.867 0.77 0.71 peak: rms (A2) 16 19 19 16 18
1,1,2,2-CoH,Cly 0.777 0.68 0.65 peak: rms % 12% 15% 15% 12% 14%
cCl, 0.50,7 0.572L, 0.7722 0.76 0.65 max|AE-ECP|: AE mean (A?) 1.7 1.6 0.8 0.4
TiCl, 0.7623 1.05 0.81 max|AE-ECP|: ECP mean (A2) -02 -02 -0.1 0.0
CHBr3 0.508 0.78 0.70 max|AE-ECP|: AE mean % 14% 14% 10% 6%
CH,Br, 0.446 058 053 max|AE-ECP|: ECP mean % 2% 2% -1% 1%
P, 0.37% 0.32 0.28 max|AE-ECP|: AE rms (A2) 2.3 2.3 1.7 1.8
P, 1.0924 0.59 0.52 max|AE-ECP|: ECP rms (A?) 1.7 17 17 1.6
AS 0.2424 0.33 0.30 max|AE-ECP|: AE rms % 22% 22% 23% 23%
As, 0.99% 0.62 0.56 max|AE-ECP|: ECP rms % 17% 17% 20% 18%
R - shape [eq 2]: mean (A2) 061 089 088 075 0.72
Gacl 0.63 0.48 0.42 initial slope: mean (A%/eV) -0.05 005 0.05 —0.01 —0.03
CS, 0.48,270.34,2 0.61%¢ 051 0.46 initial slope: mean % —6% 11% 11% 2% —3%
H2S 0.17,30.20,27 0.32% 0.19 0.18 initial slope: rms (A2/eV) 0.12 016 016 015 0.16
§|H3IH 0-382 0'4(1) 0'32 initial slope: rms % 19% 29% 28% 23% 26%
G;((:C;):)g 82232 820 827 All Molecules Included
TMS,0 1.36%3 1.06 112 peak: mean (A?) -0.7 0.8 07 -01 -04
Zn(CsHs), 0.233 0.69 0.71 peak: meanoz/o —2% 8% 8% 2% —1%
aPoints deleted below thermodynamic threshold. ® A Mulliken peak: ms EA) 3;,3 3;)0 3;,0 2'09 2'09
population threshold of 75% was used in the AE calculations. peak: rms % 28% 21% 2% 26%  26%
max|AE-ECP|: AE mean (A?) 2.0 1.9 1.3 1.0
. . . . max|AE-ECP|: ECP mean (A?) 02 02 03 04
Mixing between the heavy and light gases in the reservoir Max|AE-ECP|: AE mean % oa%  24%  20%  17%
may aI;o have bgen mcompletg, which Wogld reduce the max|AE-ECP|: ECP mean % 8% 8% 8%  10%
proportion of the zinc compound if gas were withdrawn from max|AE-ECP|: AE rms (A?) 28 28 26 2.7
the upper part of the reservoir, further underestimating the maxae-ecp|: ECP rms (32) 24 24 25 25
ionization cross section. max|AE-ECP|: AE rms % 44%  44%  44%  44%
Mass discrimination is often problematic in Fourier Max/AE-ECP|: ECP rms % 37% 37% 38% 37%
transform mass spectrometry (FTM3)Most seriously, shape [eq 2]: mean (A%) 097 129 129 118 116
FTMS suffers from a low-mass cutoff; it fails to detect ions ™tial slope: mean gMev) 70(‘)06 0503 0(')02 70;02 70'004
with cyclotron frequencies too high (that is, masses too low) :::zz: ::ggz: :nej?Af/’eV) _;/2"0 13/;1 13/2"1 ;/2"0 g;’l
for the analog-to-digital converter. Although remedies have initial slope rms % P

been developetf; 42 they have not become popular. No ions — . . s

ighter than GH" were reported in either of the FTMS StUGiES  see e biscussion section for the meaning of e alc and bod onts,

cited here®234This suggests the possibility that the total ion

yields were underestimated. dipole orientatioff (ADO) theory. Unfortunately, since the
Reaction rate constants provide another way to determinepseudo-first-order rate constant was not reported, we cannot

pressure inside an FTMS cell. The authors made the infer the pressure of Zn{ls), in the FTMS experiment.

reasonable assumption that charge transfer withosccurs

at the collision rate. The second-order collision rate constant Discussion

can be computed from iermolecule collision theory and  Some published BEB calculations have incorrectly computed

combined with the pseudo-first-order rate constant for chargethe parameten from eq 1. As discussed elsewhébehis

transfer to deduce the pressure of ZjH€),. For this has led to inaccurately unfavorable characterizations of the

purpose, we calculate the isotropic polarizability of Zs{€), reliability of BEB theory for molecules containing the heavier

to beo. = 11.38 & (and dipole momentp = 5.2 x 1073 elements Z > 10). The present calculations are compared

Cm = 0.16 D) at the MP2/6-3Ht+G(3d2f,3p2d) level, with experimental measurements for GGL,Clg, and C3

using a B3LYP/6-31G(d) geometry. Analogous calculations in Figures 2-4. These figures exemplify the performance of

for Zn atom, GHg, and CH vyield a = 5.64, 4.20, and 2.43  BEB theory for molecules containingp®lements such as

A3, respectively, which are lower than the corresponding chlorine and sulfur.

experimental value® 5.75, 4.47, and 2.593 A by ap- Although the reported experimental uncertainties are small,
proximately 0.14 A per non-hydrogen atom. After applying the disparity among measurements suggests that the total
this correction, our predicted polarizability for Znfd), is experimental uncertainty, including bias, may exceed 20%.
12.1 A3, which corresponds to a collision rate withAof For example, multiple experimental measurements are avail-

1.5 x 107° cm® molecule* s7%, according to the average able for CC} (three measurements), o&hree), HS (three),
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and CHi (two) (Table 2), with peak cross sections spanning
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Figure 4. Total ionization cross section for CS,. Theoretical
values are indicated by the solid (effective core-potential) and
dashed (all-electron) curves. Experimental values are indi-
cated by the symbols.26-28

section. All four agree best when the Mulliken population
threshold is 75%.

The next eight rows refer to the impact energy that
maximizes the absolute difference between the AE and ECP
predictions. This energy is generally different for each
molecule. Considering only the mean discrepancies with
experiment at these energies, the best Mulliken population
threshold appears to be 85%. However, small mean values
can mask large positive and negative discrepancies that
happen to counterbalance each other. If absolute root-mean-
square (rms) discrepancies with experimental values are
considered instead, the best threshold appears to be 75%.
Relative rms discrepancies weakly favor a lower threshold
of 50% or 25%.

The non-negative shape comparison [eq 2] favors a
Mulliken population threshold of 85%. The last four rows
of the top half of Table 6, all dealing with the initial slope
of the cross-section curve, all favor a threshold of 75%.
Considering all rows of the top half of Table 6, the best
choice of Mulliken population threshold appears to be 75%.

ECP vs AE Calculations. In Table 6, results of ECP

4%, 29%, 45%, and 7% of the respective mean values. Thus calculations are shown in boldface when they agree with
the cross sections from both the all-electron (AE) and experiment at least as well as the best AE results. For peak
effective-core-potential (ECP) calculations agree with ex- Cross sections, the AE mean value is slightly better than the
perimental measurements as well as different experimentalECP mean value. The ECP and AE peak values are equally
measurements agree with each other. As judged from Tablegg00d on an rms basis.

2—6 and the figures, differences between the AE the ECP At the energies where the ECP and AE predictions differ
predictions are generally minor. most, the ECP mean value agrees with experiment better

. o ... than the AE value does. The ECP results are slightly better
Table 6 summarizes quantitatively the agreement with .
. t that i hieved by both the AE and ECP than the AE results on an rms basis.
experiment that 1s achieved by bo € and & The shapes of the ECP curves agree better with experi-
implementations of BEB theory. We exclude the five

. o i mental data than do the AE results, as measured using eq 2.
problematic molecules from this discussion (top half of Table

i . ) On an averaged basis, the AE initial slopes agree with
6). The effects of including them, shown in the bottom half g, eriment better than the ECP slopes do. However, the order
of Table 6, are minor.

: _ _ _ is reversed when the slopes are compared on an rms basis.
Mulliken Population Threshold in AE Calculations. For Considering all the data of Table 6, the ECP predictions agree
each row in Table 6, values in italics indicate which value

better with experimental measurement by some metrics and
of the Mulliken population threshold (in the AE calculations) the AE predictions agree better by other metrics. Overall,

agrees best with the available experimental data. The firstthe ECP predictions agree better with experiment, although
four rows refer to the peak value of the ionization cross the AE calculations agree nearly as well.
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The ECP approach has operational advantages over thesidered as an adjustable parameter and that the initial slope
AE method. The ECP procedure is more clearly defined. In is an interesting quantity. G.E.S. is a NIST Summer
the AE procedure, one must use Mulliken populations to Undergraduate Research Fellow, 2003.
identify valence orbitals that are dominated by atomic orbitals
with principal quantum numben greater than 2. The
Mulliken population threshold for identifying such molecular
orbitals, although recommended here as 75%, is rather
arbitrary. There is further ambiguity when multiple heavy
atoms are involved. For example, in the molecule MOR

Supporting Information Available: Molecular orbital
data for the 22 molecules listed in the tables, as obtained by
using the AE25, AE50, AE75, AE85, and ECP methods (110
ASCII files). This material is available free of charge via
the Internet at http://pubs.acs.org.
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Abstract: A spin-vibronic Hamiltonian including the linear, quadratic, cubic, and quartic Jahn—
Teller terms with account for all important anharmonic effects was applied to study electronic
and nuclear dynamics in the ground X2E and first excited A?A; electronic states of the CH3S
methylthio radical (Cs,). The E®(3a;+3e) problem of spin-vibronic eigenvalues and eigenfunctions
was solved in a basis set of products of electronic, electron spin, and vibrational functions. The
Jahn—Teller distortions in X2E CHsS are totally quenched by the strong spin—orbit coupling.
However, Jahn—Teller interaction terms in the spin-vibronic Hamiltonian cannot be neglected
for the high precision evaluation of energy levels of CH3S. The results of calculations show the
importance of inclusion of at least quadratic vibronic terms into variational treatment. The
nonadiabatic (pseudo-Jahn—Teller) coupling of the X2E and A2A; electronic states was found
small and safely removable from the spin-vibronic Hamiltonian of CH3S.

Introduction sible for the pseudo-JahiTeller (PJT) effectin CH;S. The
This paper is intended to extend our previous stugfythe equilibrium geometry and force constants, vibrational energy
Jahn-Teller (JT) effect and spinorbit coupling (SOC) in  levels in AA; CHzS, and energiesT¢ and To) of the

the ground electronic state?K of the methylthio (CHS) A?A;~XZE electronic transition were found.

radical by means of a variational solution of th@d=problem

using ab initio methods to parametrize the Hamiltonian. The Details of Computations i

formalism of our calculations is described in detail in refs 2 Calculations of the Spin-Vibronic Dynamics in XE CHsS.
and 3. The ground 3E electronic state of Ck$ was studied ~ The model Hamiltonian describing the dynamics of electrons
here with the simultaneous treatment of spambit coupling, and nuclei in XE CHsS (refs 2 and 3) is obtained with use
all linear and quadratic JT interactions including multimode of refs 7 and 8 in terms of the spin-vibronic matrix that is
couplings, the cubic and most important quartic vibronic formed in the basis set of four spin-electronic functions
terms, and all significant anharmonic effects. EigenenergiesX = [AO (Y0 |—10-%0 |[+10-Y0 |—10+Y.0 and
and eigenfunctions of a model spin-vibronic Hamiltonian |+10HY>C)where the labeN = +1 is intended to distinguish
were calculated in a basis set of products of electronic, the two components of the E-term, lowestl) and upper
electron spin, and vibrational functions transformed according (+1), and the value of = +%. is a projection of the electron
to irreducible representations fEand B, of the double  spin §= 1/,) on the symmetry axis of the molecule

Cs, symmetry groug:®

A study of the nuclear dynamics in the first excite@’A T+Ve"FAQ —E V:+
state of CHS within the adiabatic approximatibwas also \Z= (TH+VE A0 —E
performed. The smallness of nonadiabatic coupling between Xae-15—7112)
the ground XE and excited AA; electronic states was X =0 (1)
proven with calculation of linear vibronic constants respon- A=HE=F(LI2)

whereVe® = E1V(r,Q)|+10and Asois the value of spir
* Corresponding author e-mail: james.boggs@mail.utexas.edu. orbit splitting (—Ascle) at the electronic degeneracy point

10.1021/ct0501452 CCC: $30.25 © 2005 American Chemical Society
Published on Web 09/28/2005



Ab Initio Study of Spin-Vibronic Dynamics in C§$

) 31400

-100 &

(a)

Figure 1. Vertical energies for X2E and A2A; CH3S without spin—
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orbit coupling (a) and with SOC (b) projected on the normal

mode Qs(E). Ab initio single point energies calculated by EOMIP/aug-cc-pCVTZ are depicted with solid circles. The a component
of Qs is dimensionless. Other normal coordinates Q (S = LQ) were equal to zero. The L-matrix was calculated at the Cs,

symmetry nuclear configuration optimized for the X2E state.

(Qo), r and Q are electronic and nuclear coordinates,
respectively V(r,Q) is the electrostatic potential involving
electrons and nucleif(Q) is the nuclear kinetic energy
operator. In case ofA\so = 0, diagonalization of eq 1 at
different nuclear configurations gives two adiabatic potential
surfaces (Aand A') crossing aQ (Figure 1, part a). With
inclusion of the spir-orbit coupling Aso = 0), the two
surfaces corresponding to the two sporbit states of g
(lower) and &y, (upper) symmetry avoid crossing (Figure
1, part b).

There are six normal coordinate®)(determined for the
Cs, symmetry nuclear configuration of GH: symmetric
CHs-stretchingQs (A1), symmetric CH-deformationQx(A1)
(“umbrella”), CS-stretchings(A;), asymmetric Chtstretch-
ing Q4(E), and asymmetric HCH (“scissors”) and HCS-
deformationsQs(E) andQs(E), respectively. The electronic

and

k1Q|¢+

i¥

g..Q.i + Z Z 6;Q Q. +

3 6

ZZbijQiQﬁi T Vi () + Ve (IV) (3)
i=1j=

The quantitiesw; in eq 2 refer to harmonic frequencies
calculated for the three nondegenerate and three 2-fold
degenerate vibrational modes. The potential té, is
responsible for anharmonic effects.

The vibronic termV.x in eq 3 includes JahnTeller
parameters of up to the fourth order. The functidas(lIl)
andV_+(V) worked out in detail refer to cubic and quartic

matrix (V) elements in eq 1 are expressed via the complex Vibronic couplings, respectively. The lineds)( quadratic

Q: = Q, £ (—1)"2Q, components of doubly degenerate
normal modeL(E) as

3 6

1 1
VEO = E(UiQi2 + EwiQHQi— + AVann

@)

(gj), cubic @), and quartic @) vibronic constants (see
also eqgs 68 in ref 3) mix electronic statedA = +1 via
single JT active vibrations or via their combinations. Other
quadratic, cubic, and quartic constants of tyg# are
responsible for the vibronic coupling between nondegenerate
(i = 1—3) and JT activej(= 4—6) vibrational modes in
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CHsS. All the constants of, ij, ijk, andiijj type were
considered here.

The termAV,nhin eq 2 was expressed via the symmetrized

Taylor series:

31 3 3 4
AVarn = L _f”iQi3 + Z Z _fiij QiZQj +
.Z ZlZImeQ, + IZJ Zlm £, QQQ(+

3
£ 3|2f||| (Q|+ + QI* ) + ; le fllj (Q|+ QJ+

Q.,QJ)+Z

I—J

Zlﬂfijj (Qi+Qj+2 + Qi—ijz) +

;';ucjzlﬁfijk(Q”QHQH + Qi—ijQk,) +

36 9 36 61

ZZ—% Q Q1+Qr * ZZ _fiJin (Q+Qc-+
& i= —1

Qj Qk+) + fIIII QI + ZJ IZ:LZIZ iij QI QJ
Zslafmi Qi+2Qi_2 ! ;;:;ﬁfim Q:Q:Q-Q-+

3 6 1 5
;;ﬁfiijj Qi Qj+Qj— (4)

where the quantitiefy, fj;, andfix are cubic force constants
(the integers andj run over all vibrations). The coefficients

Marenich and Boggs

for anharmonic effects in 21 CHsS. The dimensionless
normal coordinates were used in egs5l

Eigenenergies and eigenfunctions of eq 5 are calculated
in a basis set of products of the one- or two-dimensional
harmonic oscillator eigenfunctiohsransformed according
to irreducible representations {AA,, and E) of theCs, point
symmetry groug:®

Miscellaneous Details on Calculation of Model Param-
eters. Optimizations of geometry parameters and harmonic
analyses of th&€;, symmetry nuclear configurations in the
X2E and 2&A; electronic states of C§$ were performed
numerically using the symmetry-adapted internal coordinates
Srelated to the normal coordinates@s= L Q (see ref 1)
and the program ANOCORfor generation of distorted
geometries and harmonic analysis. The unperturbed (diabatic)
harmonic frequencie®4(E), ws(E), andwe(E) in X2E CHsS
were calculated by differentiation of the functid®a®(Q) =
(U4 +U-) averaged over total energies of the uppér)
and lower [J-) adiabatic electronic states arising from the
degenerate 3 term.

The vibrational and vibronic parameters from eqs 3 and 4
were found through the least-squares fit of model potential
energy values to “exact” ab initio energies for the two
components of X and for the &A; state over 1153 nuclear
configurations distorted on the normal coordina@sand
Qa (i = 1-3,j = 4-6) (see details in refs 2 and 3). For the
ab initio calculations of single point energies, we used the
equation-of-motion coupled cluster metfbdith the coupled
cluster singles and doubles (CCSD) reference wave function
for the CHO™ -anion ground state (further abbreviated to
EOMIP) and with the augmented correlation consistent

fii andf;; refer to quartic constants. The force constants of polarized valence basis sets of Dunning et'alf triple-

higher order are found to be small and can be omitted.

quality including extra functiorid for C and S to account

The general variational solution of eq 1 was obtained in a for core-core and core-valence correlation (further abbrevi-
basis set of products of electronic, electron spin, and ated to aug-cc-pCVTZ). The EOMIP calculations were
vibrational functions transformed according to irreducible performed with a local version of the ACES Il program

representations gz and By of the doubleCs, symmetry

groug-® (relativistic symmetry). In the absence of SOC, the

packagés3
The value of spir-orbit splitting (—Asole = 358 cn1?)

vibronic eigenfunctions obviously comply to irreducible at the electronic degeneracy poifits() in X2E CHsS has

representations (A A,, and E) of theCs, group (nonrela-

been found in our previous stublyith the use of multicon-

tivistic symmetry). The vibrational portion of the basis set figuration quasi-degenerate second-order perturbation tteory
consists of the orthonormalized harmonic oscillator eigen- followed by an SOC perturbative calculation within the full

functions expressed via Hermite polynomiéls.
Calculations of the Nuclear Dynamics in &A; CHsS

with Use of the Adiabatic Approximation. The nuclear

dynamics in the first excited electronic statédMwas studied

Breit-Pauli spir-orbit operatot® This spin-orbit calculation

was performed with the GAMESS (US) packd§e.
Evaluation of the Nonadiabatic Coupling of the Ground

X2E and First Excited A2A; Electronic States.To study

with the model vibrational Hamiltonian written in terms of the role of the pseudo-JahiTeller interaction between the
the one-dimensional harmonic oscillator for symmetric €lectronic states of interest, we constructed a diabatic
normal modesQ:(A1), Qx(A1), and Qs(A;) and the two- glectronic matrix rglevant to the {EA,)®e problem to
dimensional (isotropic) harmonic oscillator for asymmetric introduce the nonadiabatic coupling of three states by means
modesQ4(E), Qs(E), andQg(E)* of generalization of findings in refs 719

1

R 3 1 82 V 0 :F A V JT _V 7PJT
H= 5(,() (——2 + QI E SO V—+ \/E +
= 0Q _ JT 0 —iV PJT
0l p v=|v. Ve A T Vs 6)
| ————+ Q. Q_| + AV, (5) 1y, e _ 1, Pt
&2 | QueQ. T " \/§V7+ \/§V+7 Va,

where the potential term\Van, expressed in eq 4 accounts where the diabatic potential¥:°(Q) and Va,°(Q) are
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expressed with use of egs 2 and 4 in terms of normal Results of Calculations and Discussion

coordinateQ, (i = 1—3) andQ+ = Qa £ (—1)Y2Qy, (i =
4—6) corresponding to the grounc®KX state of CHS. The
value of T, = Va,°(0) — Ve°(0) is the vertical energy of the
A2A<>XZE transition. The JahnTeller and pseudo-Jahn
Teller coupling constantg.+(Q) are expressed with use of
eq 3. Asin eq 1, the electronic tetviz°® in eq 6 may undergo
spin—orbit splitting of 2Asc. Diagonalization of eq 6 akso

= 0 andQ, = 0 leads to the three adiabatic potentidiga),
Ugn), andU,, representing ab initio total energies (Figure
1, part a):

Ugay = Ve* + Ay )

1
Uga) = E(VAlo + Ve’ — A —

\/ 4APJT2 + (VA10 - Ve + AJT)Z) (8)
Uy = 1'(V °+ V- A+
AT WA, E JT

\/ 4APJT2 + (VAlo — V' A.]T)z) 9)

The functions ofA;r andAp;rare defined as V-®P7(Q,) =
V_PJYQ,). Taking into account only linear vibronic (JT

The Ground X2E Electronic State of CHsS. As predicted

by the JahrTeller theorenf, the C3, symmetry nuclear
configuration in the XE ground electronic state of GH is
unstable as shown in Figure 1(a) (no sporbit coupling
included). There are two specific points on the adiabatic
potential energy surface (PES) ofEXCH,S corresponding

to distorted Cs symmetry) nuclear configurations (a mini-
mum and a saddle point) with electron wave functions of
A’ or A" symmetries. The Jahfileller stabilization energy
Ejr = 92 cnTl is determined a&;r = U(Ca,, E) — U(Cs,

A') where U(Cz,, E) and U(Cs, A’) are total energies
corresponding to th€s,(E) andC4(A") equilibrium geom-
etries, respectively. The barrier to pseudorotation or the
qguadratic JahnTeller stabilization energy ia;r = U(Cs,

A") — U(Cs, A'), Ajr= 15 cm%.

After account for the spinorbit coupling, the shape of
adiabatic potential surfaces oPX CHsS is changed dramati-
cally as shown in Figure 1(b). The value of spiorbit
splitting in X2E CH,S (—Ascle = 358 cnt?) is significantly
larger than the JahnTeller stabilization energ¥;r = 92
cm L. As shown by our previous calculatiohshe strong
spin—orbit coupling totally quenches the Jahneller distor-
tions in the ground electronic state of €¥(Figure 1, part

and PJT) coupling, one can readily represent the expressions). Instead of the three equivalent minima corresponding to

for these potentials given by Woywod et*alin the study
of the Jahn-Teller and pseudo-JahiTeller interactions in
the ammonia cation (cf. eqs 2.17 in ref 17 following the
phase convention for the choice of a sign/An

In the case of well-separated adiabatic states withy2
< (Va,° — Ve° + A;?, egs 8 and 9 can be reduced to

Pt
T.

\

Uy = Ve' = Ayr = (10)

APJT2
T,

Vv

Uy, = Vo' + (11)

with the further simplificationVa,” — Ve° + Asr = Ty
Va,°(0) — VE°(0). Thus, even linear pseudo-Jatireller
effect Arsr ~ 1Qy) giving a quadratic contribution to the
adiabatic potential&Jgay andUa, may cause an additional
instability of the high-symmetry nuclear configuration with
reduction of the curvature of the low shé&#ccording to
egs 10 and 11, a pseudo-Jafireller coupling may be

the Jahn-Teller distorted geometries on the lower potential
energy surface of 3 CHsS (the Mexican h&} as depicted

in Figure 2(a), there is a minimum at th&, symmetry
nuclear configuration (Figure 2, part b). The reduction of
the Jahn-Teller effect by spir-orbit coupling doesiotmean
though that the vibronic effects may be completely ne-
glected’ The shape of potential surfaces for the two final
spin—orbit states is determined by the relation between the
Asoe quantity and the values d;r and Ajr. Hence, the
thorough evaluation of vibronic parameters and force con-
stants is still important for the most accurate theoretical
predictions of spin-vibronic levels of the GH radical.

The EOMIP/aug-cc-pCVTZ values of molecular param-
eters with inclusion of all significant force constants of higher
order and linear, quadratic, cubic, and quartic vibronic
constants of XE CHsS are presented in Table 1. The optimal
geometry parameterB{ o), unperturbed harmonic frequen-
cies @), and JahrTeller stabilization energieE(r, Aj7)
of X2E CH;S (Table 1) are close to results of our previous
EOMIP calculationswith electronic basis sets of quadrugle-

heavily quenched with a large value of the vertical energy quality: R(C—S) = 1.7940 A,R(C—H) = 1.0872 A o

T, (a case of well-separated states). Ab£4/T,) ~ 0, the

(HCS)= 109.80; w; = 3066(A), 1367(A), 758(Ay), 3164-

expressions for the adiabatic potentials (eqs 10 and 11) argE), 1483(E), and 938(E) cm (i = 1—6); E;r = 93.2 and
reduced to the formulas for uncoupled electronic states A;r = 14.9 cntl! Values of linear and quadratic Jahn

(E=A'+ A" and A) which can be treated individually by
use of eqs 1 and 5.

The linear pseudo-JahiTeller constantsly, 4s, and 1s
which couple these electronic states via the tevns™T =
ZL iQi= in eq 6 were evaluated numerically by means of
EOMIP/aug-cc-pCVTZ single point calculations with use of
eqs 79 andAp;r= 3" ,4iQ. A variational solution of the
spin-vibronic Hamiltonian with inclusion of the PJT coupling
of the X2E and &A; states was beyond the scope of the
present study.

Teller constants calculated in ref &= —90, ks = —166,

ke = —372,044 = 0.25,055 = —24, andges = 93 cn1?) are

also similar to relevant numbers presented in Table 1. Hence,
further extension of the basis set would be expected to
improve our results only a little. The large magnitudes of
force constants corresponding to the &tretchingQi (A1)

and Q4(E) indicate that these vibrations exhibit the most
pronounced anharmonicity. Calculations of diagonal vibronic
constants with the use of multiconfiguration quasi-degenerate
second-order perturbation theory result in the vallgs<
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Figure 2. The map of the potential energy surface of X2E CHsS (the low sheet) without spin—orbit coupling (a) and with SOC
(b) for the normal mode Qgs(E). Energies are given in cm~t. The a and b components of Q¢ are dimensionless.

Table 1. Structure and Spin-Vibronic Parameters of CH3S in the Ground X2E and First Excited A2A; Electronic States?

X2E CH3S
Eyr=92 Ay =15 —Asofe = 358 Ro(C—S) = 1.7944 Re(C—H) = 1.0880 ae(HCS) = 109.79
w1(A1) = 3062 wa(Ay) = 1373 wa(A7) = 752 w4(E) = 3157 ws(E) = 1490 we(E) = 943
f111 = —1067 f222 =136 f333 =-251 f444 =823 f555 =77 feee =-32
fi111 =330 f220 = —20 fa333 =73 fa444 =578 fss55 = —25 foses = 35
k4 =-90 k5 = —168 ke = —369 Qgaa = -7 Oss = —28 Je6 = 98
Qaas=—1 gsss = —25 Jeos = —25 Jagaa=2 Js555 = —6 Geess = —0.02
Oss = —5 Oas = 34 Os6 = —43 bia=3 bis =11 big = —25
by = 24 bys = —38 boe = 52 b3y =8 bss = 25 bze = 64

A2A; CH3S
T.= 27308 Re(C—S) = 2.0643 Re(C—H) = 1.0794 ae(HCS) = 99.75
wi(A) = 3124 wa(Ay) = 1203 wa(A1) = 465 w4(E) = 3299 ws(E) = 1454 we(E) = 718
fi;n = —1070 fooo = 217 fi33= —161 fasq = 833 fsss = 170 foes = —23
fi111 =312 fo = —18 fa333 = 66 faa44 = 545 fsss5 = —14 foses = 33

aValues and dimensions: distances R (A), valence angles o (deg), all remaining quantities are in cm~2. The values of geometric parameters
(R and a), unperturbed harmonic frequencies (w), force (f) and vibronic (k, g, b) constants were found numerically by means of EOMIP/aug-

were small (with the exception of figs = —1131, fij4s = 358 cm~1 for X2E and fiqs = —1137, fi144 = 335 cm~1 for A2A;) and were omitted here
(but still included in our dynamical calculations). The magnitude of —Asole shows the spin—orbit splitting of the X2E state.! The Jahn—Teller
stabilization energy and barrier to pseudorotation are Ejr = U(Csy, E) — U(Cs, A') and Ayt = U(Cs, A") — U(Cs, A'), respectively. The value of
Te is an adiabatic energy of the A2A; < X2E3), transition.

—91,ks = —154,ks = —385,0ss = —10, gs5 = —29, and vibrational coordinates only: asymmetric HCH- and HCS-
Oss = 102 cn?) that are close to the ones obtained by deformation normal mode§s(E) andQe(E), respectively.
EOMIP (Table 1). The values of Jahiteller stabilization The Qs(E) andQs(E) modes, strongly coupled together, are
energies;r andA;r were calculated considering Jatifeller almost solely responsible for the Jakfeller effect in XE
coupling of different orders. The inclusion of only linear CHsS, whereas the linear and quadratic vibronic couplings
constants reproduces the ab initio valueEgf relatively predicted for the asymmetric Ghsétretching Q4E) are
poorly (82 cnl), whereas the addition of quadratic constants smaller than foIQs(E) andQs(E) (compareks and gas with
improves the quality of the modeE(r = 91 andA;r = 14 ks andgss or with ks andgss in Table 1). The spin-vibronic
cm™Y). Accounting for the cubic terms reproduces the ab eigenstates were approximately assigned in terms of single
initio values of E;r = 92 andA;r = 15 cm! exactly, as normal oscillators. The eigenvalues of the model spin-
shown in Table 1, and further addition of the quartic JT vibronic Hamiltonian for XE CHsS calculated within the
constants produces no further change. fourth-order vibronic coupling (eq 3, Table 2) are expected
To study the role of JahnTeller coupling of different to be the most accurate energies in Table 2. The exclusion
orders, we performed a solution of the®Ze eigenvalue  of all the quartic JahnTeller constants (the third-order
problem for Y¥E CH,S (Table 2) with inclusion of two  vibronic coupling) does not lead to a noticeable loss of the
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Table 2. Low Spin-Vibronic Energy (in cm~1) Levels in
X2E CH3S Assigned to the Normal Modes Qs and Qg
(E®2e Problem)?

assignment  first order second order third order fourth order
Oo(e)  esp” 0 0 0 0
Oo(e*) e’ 262 261 255 255
61(a1) e 848 818 804 804
61(a2) et 1066 1107 1088 1088
61(e) ew” 1109 1102 1103 1104
61(€*) ezt 1266 1257 1240 1241
5i(a1) e 1466 1457 1451 1452
5:(e) e 1479 1487 1483 1484
62(e) e 1730 1692 1670 1671
51(e*) ez’ 1704 1710 1688 1691
51(&2) e1/2+ 1724 1713 1698 1699
62(€*) ezt 1938 1861 1846 1846
62(e) espn” 1986 2060 2045 2045
62(e*) ey’ 2071 2111 2082 2083
62(a1) e 2169 2146 2133 2136
62(a2) et 2250 2246 2226 2227

@ Calculations were performed with inclusion of all linear (vibronic
coupling of first order), all quadratic (second order), all cubic (third
order), and quartic vibronic (fourth order) constants with the use of
—Asole = 2Aso= 358 cm™1 for eq 1. Occupation quantum numbers
for the rest of the vibrational modes were equal to zero. The
eigenstates were approximately correlated to vibronic states. The
symmetry of spin-vibronic levels (es/, or e1/2) complies to the following
rules: Eio®e = ezp + ey and E1p®a; = E1p®ar = ey, where the
symmetry of an electronic spin function (S = 1/2) is Ei and the
symmetries of vibronic levels are ai, a;, e (e* denotes another
component of a doubly degenerate level). The sign —(+) indicates
an assignment of a spin-vibronic level to the lower X2Ez;, (upper
X2Ey,) spin—orbit state.

accuracy of eigenvalues at least for the lowest ones. The
inaccuracy of eigenenergies calculated after exclusion of all
the cubic and quartic vibronic terms from eq 3 varies in the
range of 2-28 cnt? for values of Table 2 (the second-order

J. Chem. Theory Comput., Vol. 1, No. 6, 2008L67

ferent vibrational modes: the constants @f type are
responsible for vibronic coupling between asymmetric vibra-
tions Q4(E), Qs(E), and Qs(E), whereas the constants
indicate a coupling between nondegenerate ((—3) and
JT active [ = 4—6) vibrationsQi(A1) and Q;(E).

We performed a variational solution of the fulRE3e +
3a) eigenvalue problem for 3 CHsS with account for all
possible vibrational and vibronic couplings of up to the fourth
order. Table 3 shows results of calculations of the low spin-
vibronic energy levels assigned in terms of single normal
oscillators. The calculated energy levels were correlated to
one of the two spirorbit state$Ez, and?Ey; arising from
the electronic E-term split by SOC. Due to a strong coupling
between different normal modes, all the assignments in Table
3 are approximate. For instance, two lowest spin-vibronic
eigenstates at 0 and 252 chare definitely correlated to
the two spin-orbit components of the lowest vibronic
eigenstate. They are made up of the following combinations
of basis functions

0.93—[0,(H 0.27+6,, —1Cat 0 (g, ) and
0.84+00,+ 0.45—006,, 10at 252 (g,,') cm *

where the notation—[ldefines the lower spinorbit state
°E3 and|+[Ccorresponds to the upper stakg,, a function

|6,, I00defines the two-dimensional (isotropic) harmonic
oscillator with the principal vibrational quantum numher
and the vibrational angular momentum quantum number
I (Il =0, v—2,v—4,..) for a normal mod€&s(E)? the
indexes for other vibrational modes are omitted.

The higher energy spin-vibronic levels are more strongly
mixed than the lower ones, and their assignments in terms
of harmonic oscillators may be more difficult or meaningless.
For instance, the spin-vibronic eigenstate at 1826'difable
3) is made up of the following combinations only slightly

vibronic coupling). The error caused by omission of all the dominated by the basis functidr-6,, 201

vibronic parameters except linear (the first-order coupling)

is 5-92 cnL. Therefore, the quartic vibronic terms in the 0.54+006,,20+0.47+05,,— 1[H-0.34— 65,30

spin—orbit Hamiltonian for XE CHsS are quite small (Table
1) and can be neglected even for calculations of higher
energy levels without a significant loss of accuracy. The

—0.29—016,,00+ 0.28-+06,,—1H0.24 —[15,,— 106,10

Hence, the state at 1826£&) cm! can be approximately

inclusion of cubic vibronic constants is still desirable for a assigned to the upper spiorbit component of the doubly
benchmark calculation of the spin-vibronic spectrum of degenerate vibronic leveb@) arising from a two-quantum
CH;sS. On the other hand, the evaluation of thermochemical vibrational excitation of the normal oscillator corresponding
properties of CHS can be performed with eigenvalues of to the asymmetric HCS-deformatidps(E).

lower accuracy (the second-order or even first-order vibronic

The role of inclusion of the vibronic coupling between

coupling, Table 2). This conclusion is in agreement with our symmetric and JahnTeller active normal modes into the

previous result obtained for 2€ CH;0.2 The spin-orbit
splitting in X2E CHsS (—Asote = 358 cn1?) is much larger
than in }E CHsO (134 cn1?).23 The Jahn-Teller effect in
X2E CHsS (Ejr = 92 cnt?) is rather weaker than in 2
CH3O (E;r = 270 cn1?), and the JahnTeller distortions in
X2E CHsS are totally quenched by a strong sporbit

coupling (unlike the cagé of X2E CH;O). Hence, the spin-

spin-vibronic Hamiltonian becomes clear after comparison
of results of solutions of the@®2e eigenvalue problem (the
right column of Table 2) to relevant eigenenergies from Table
3: the difference of these wavenumbers varies from 3 to 24
cm L. The spin-orbit splitting of the vibronic levels {e),
2,(e), and 3(e) is a nearly constant value equal to the spin
orbit splitting —Asoled = 252 cn1t in the zero vibronic level

vibronic dynamics in ChS can be described by means of 0y(e) because these eigenstates are mostly dominated by a
the vibronic terms of lower order (linear and quadratic for single harmonic oscillator basis function related to a vibra-
instance), whereas the inclusion of cubic terms in the casetional excitation 1(A;), 2,(A1), or 3,(A1), respectively, with

of X2E CHsO is more vital to a better accuracy.

only a little contribution from 4E), 5,(E), or 6(E). The

The large magnitudes of some vibronic constants in Table strong spir-orbit coupling almost totally reduces the vi-

1 show the significant Jahfireller coupling between dif-

bronic splitting for the eigenstates at 3022(, 3026(g/2 ),
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Table 3. Theoretical Spin-Vibronic Energy (in cm~1) Levels in X2E CH3S (E®(3a; + 3e) Problem) versus Experimental

Values#?
assignment theory experiment® assignment theory experiment®

0o(€) 0 (esr7) 0 62(e%) 1826 (e32™)

0o(e®) 252 (e1™) 256259, 264 ¢ 3,6:(e) 1844 (e1)

31(6) 742 (83/27) 738*745,"7369 3161(6*) 1971 (63/2+)

61(31) 793 (81/27) 58649 62(9) 2037 (63/27)

31(e%) 993 (e12") 980—986,7 998¢ 62(e*) 2070 (e12")

61(az) 1078 (e1r") 2:3:(e) 2095 (e3”) 2045—2057,1 2036¢
61(6) 1105 (61/27) 62(31) 2112 (61/27)

61(6*) 1231 (e3/2+) 2161(31) 2159 (61/27)

21(e) 1358 (e3127) 1325-1332,f1312¢ 3151(a1) 2176 (e127)

51(a1) 1436 (ey2") 3151(e) 2201 (e12") 2204—-22124

51(6) 1463 (61/27) 1489—-15014 62(&2) 2215 (61/2+)

3,(e) 1487 (e327) 1463—1464, 1456¢ 35(e) 2229 (e3") 2177-2179,1 2159¢
3161(31) 1540 (6‘1/2’) 5161(9) 2230 (81/27)

21(6*) 1613 (61/2+) :|.583—:|.595,f:|.559E 5161(8) 2245 (83/27)

62(9) 1659 (91/27) 3261(31) 2286 (61/27)

5:(e*) 1674 (esn*) 2:31(e%) 2348 (1) 2310-2319,72283¢
51(az) 1680 (e12") 3162(€) 2402 (e127)

32(6*) 1734 (61/2+) ].7].8*1723,":|.7:|.3EI 3151(6*) 2410 (63/2+)

3161(&2) 1823 (e1/2+) 3151(32) 2421 (91/2+)

2 See footnotes to Table 2. » All energies are related to the ground level of the lower spin—orbit state X2Es,. The intervals (in cm~2) calculated
for the CHs-stretchings are 2938 for 11(e, es;z™), 3022 for 41(ai, €127), 3026 for 44(e, e1z ™), 3194 for 11(e*, e1"), 3275 for 44(az, e12"), and
3282 for 41(e*, esn™). See comparison of these wavenumbers to observed intervals in the text. ¢ The intervals from the A2A; — X2E3;; and A2A;
— X2Ey, laser-induced fluorescence (LIF) spectra of jet-cooled CH3S observed?22 for several pumped bands (00°, 3¢, 302, or 2o1) are written
here with a hyphen. Tentative assignments are italicized. ? LIF by Chiang and Lee.2! € LIF by Suzuki, Inoue, and Akimoto.2® ’LIF by Misra,

Zhu, and Bryant.??

3275(gs2"), and 3282(g,") cm! approximately assigned to
a single excitation 4e) of the asymmetric CHstretching
normal modeQ4(E): a remaining vibronic splitting in the
lower spin-orbit component (B®E = 2e,) and in the
upper component (RE = es, + ey) is 4 and 7 cm?,
respectively, where 4z (Ey2) are relativistic symmetry of a
lower (upper) spir-orbit state (see Figure 1, part b).
Theory versus Experiment: the Ground X2E Electronic

Some intervals for X3, and YXPE;, CHsS observed in
the dispersed fluorescence spettr& are shown in Table
3. The agreement between theory and experiment is good
for all the intervals assigned to the symmetric vibrations
Q2(A1) andQs(Ay): deviations vary between 4 and 80 th
with the growth for higher energy overtones (Table 3). The
interval observett at 14964 6 cm* (1463 cmit by theory)
in the main progressionsy@A?A; — X2Ezp, 20*A%A; —

State. The CHS radical has been studied during the last X2Es,is assigned to the lower spiorbit component of the
three decades with use of different spectroscopic techniquesvibronic level 5(e) (Table 3), but the transition to the upper

(see refs 7 and 2136 and therein).

spin—orbit component (1674 cm by theory) was not

In agreement with theory, experiment demonstrates adetected in ref 21 apparently because of the low intensity of

relatively large spir-orbit splitting of the ground electronic
state, in excess of 200 cth and the JahnTeller distortions
vanish’ The theoretical value of spirorbit splitting in the
ground vibronic state of 3 CHsS (—AsoZed = 252 cnr?,
Table 3) is close to the observed ones (in"&m 220.3°
(microwave spectroscopy); 258126622 280 + 2022 and
255.5° (laser-induced fluorescence); 28050°” and 265+

relevant lines in the LIF spectrum. Due to a relatively small
Jahn-Teller coupling in CHS, those lines in the spectrum,
which may be assigned to vibrations along the Jaheller
active modesQ,(E), j = 4—6, are likely to be weak,and
they may not be detected or identified properly within the
experimental accuracy. Some weak lines in the LIF spectrum
of CH3S weretentatively assigned by the authors of ref 21

15* (photoelectron spectroscopy). The Ham reduction factor to the symmetricQ:(A;) and asymmetricQ4(E) CHs-

d (d = 1) in —AsoCed indicates how much the spirorbit
coupling (—Ascge) is reduced by the JahmTeller effect?

Chiang and Leé! Misra et al?? and Suzuki et a®
observed the CkB X?E — A2A; systems by laser-induced
fluorescence (LIF) spectroscopy. The mairffy, — A2A;)
and weak (XE;, — A2A;) progressions detected in the
excitation spectrum of C}$ were assigned to the transitions
from the?Esj, and?E,, spin—orbit components of the ground
electronic state $€ CHsS to different CS-stretching vibra-
tional levels (3) of the?A; state. Less intense progressions
assigned to the 3z, — 24!3,"A%A; transitions were also
identified?*

stretchings and the asymmetric HCS-deforma@a(kt), with
v1(A1) = 2776,v4(E) = 2706, andvg(E) = 586 cn1! being
suggested! In light of the present study and the results of
our previous calculatioR§ on X2E CH:O (the methoxy
radical CHO is an analogue of C§$ but more extensively
studied), some (or all) of these assignments may be incorrect.
The value ofvg(E) = 586 cnm? (ref 21) is significantly
underestimated in comparison with the theoretical predictions
for the unperturbed harmonic frequeney(E) = 943 cn1?
(Table 1) and the lowest &pin-vibronic level (at 793 cm,
Table 3). The intervals calculated for the gstretchings in
X2E3; CHsS (in cnT?, see the symmetry notations in Table



Ab Initio Study of Spin-Vibronic Dynamics in C$ J. Chem. Theory Comput., Vol. 1, No. 6, 20058.69

2) are 2938 for Ie, &), 3022 for 4(ay, e127), 3026 for Analysis of these wave functions calculated at G¢A")
4(e, a27), 3194 for L(e*, ex"), 3275 for 4(a, e2t), and equilibrium geometries corresponding to the Jameller
3282 for 4(e*, ey;t). They lie much higher than suggested minimum (Figure 1, part a) shows that the grourdEXand
in ref 21. Moreover, the value ofi(A;) = 2776 cm* (ref first excited A, electronic states are coupled only very
21) is in disagreement with the interval observed in the weakly by the vibrational distortions:
CH3S™ anion photoelectron spectrdfrat 2960+ 30 cnT?!
and assigned to the lower spiorbit component of Xe)
(cf. 2938 cm! by theory). The interval at 322% 30 cn1?
in ref 34 was assigned to the upper sparbit component
of 1;(e*) (3194 cm! by theory).

The First Excited A2A; Electronic State of CHsS. The

EOMIP/aug-cc-pCVTZ values of geometric parameters, Thus, the termd/,+PT = ZﬁyliQi; can be safely removed
harmonic frequencies, and all significant force constants of {51 the model Hamiltonian and the groundexand first
higher order for AA; CH;S (Figure 1) are presented in Table excited A, electronic states of Ci$ can be treated

1. The adiabatic energy of the’A, < X?Es; electronic iy gividually with use of egs 1 and 5. Couplings of the ground
transition isTe = 27 308 cm™. The value ofT, = 27117 g2g gtate to other (higher than?A,) excited states are
cm™* calculated as a difference of the lowest level energies gy nected to be still smaller. For comparison, vertical energies
in the electronic states %Kz, and AA; CHS is ~2% of the lowest electronic states of the same multiplicity were
overestimated about a wavenumber of tf\8A; — X*E calculated with the use of multiconfiguration quasi-degener-

transition observed in the laser-induced excitation spectra i second-order perturbation theory: "GE) 30206 (8A,)
of CH3S: 26 526.31 26 52922 and 26 533 cm. In respect 46108 PA,), and 54 378%) cn L. '

Wioeuy = 0.413D, + 0.903b, + 0.018D,
Wioe = 0.903D, — 0.413D,

Wjsa, = —0.00&D; — 0.016D, + 0.993D,

to the doubleCs, symmetry group, the?’(\_l state is As known from the literaturé233:3537the A2A, adiabatic
correlated to AE,, (Figure 1, part b). There is no spin g rface of CHS, like any radical of the methoxy family
orbit coupling between 3€ and AA; CHsS. (CHsX, CR:X, X = O, S), correlates asymptotically to GH

The equilibriumCs, geometries of the ground’E and  (X2A%) + S(D), being crossed by three repulsive surfaces,
first excited AA, electronic states differ significantly: the which belong to the CkS states’E, 2A, and “A, and
value ofR(C—S) for A%A, is larger by 0.27 A and the value  correlate to CHX?A}) + SEP). According to an ab initio
of a(HCS) is smaller by 10 The reason for this is the  study of the photodissociation of GSl by Cui and Moro-
excitation of an electron from the doubly occupied &0 kuma?’ the energy of intersection between the bondifg A
molecular orbital (A) to a singly occupied MO of E  and first repulsive’A; states is only 0.13 eV (1049 cr)
symmetry interpreted as one of thez8jone pairs localized  gbove the AA; state minimum. The threshold energy for
on the sulfur atom:* In accordance with the increase of  the nonadiabatic predissociative photofragmentation ofSCH
R{(C—S) in A’A; CHsS, the normal vibration frequency s expected to be lower than for the dissociationsSKAA )
correlated to the CS-stretching decreaseswgff1) = 752 — CHs (X?A}) + S (D). The energy of the latter reaction is

cm* for X?E andws(Aq) = 465 cm* for A%A;. A vertical 073 eV37 For comparison, the stability of the ground state
energy of the AA; <> A%Eg; transition calculated at thes, XZ2E in respect to the channel GBI (X2E) — CHz (X2AY) +
nuclear configuration optimized for & is 31100 cm* S @P) is 2.93 e\#” Experimental evidence of predissociation
(Figure 1, part b), much higher thaia = 27 308 cnt™. in A%2A; CHsS includes the sharp decrease of radiative
To study a possible role of nonadiabatic coupling of the lifetimes of the vibrational states for thg(3 = 1 and 2)
ground XE and first excited AA; electronic states of C§$, transitions relative todd and the absence of the band signal
the linear pseudo-JahiTeller constantsis, 4s, and s for v > 2 in the excitation spectrufi. Transitions to the

involved in the termsV.=PT = ° Qs+ of the diabatic  vibrational levels of &A; CHsS lying above the predisso-
electronic matrix in eq 6 were calculated numerically by ciation threshold #800 cn11)2%.2333were resolved in the
means of least-squares fitting of eqsJto ab initio values CH;sS photofragment yield spectruif.

of total energies of three statds£ A' + A" and A). Setting The energies of low vibrational levels in2A; CHsS
the vibrational parameters of- andf-type for X2E CH:S calculated in the present study are compared to observed
fixed at values shown in Table 1, we varied all other intervals in Table 4. Agreement between theory and experi-
magnitudes: vibrational parametarsand f for the A?A; ment is somewhat worse in the case 6MA (Table 4) than

state, linear PJT parametets and all the JT constants for X2E CHsS (Table 3). A more accurate dynamical
andg. The final values ofi; are || < 10 cm! that gives calculation should account for the dissociative (predissocia-
an extremely small (below the computational accuracy) tive) nature of the vibrational modes in2A; CHsS. The
contribution @p;#T,) < 0.003 cnm! to the adiabatic remaining disagreement between theory and experiment
potentialsUgy andU,, in eqs 10 and 11 witfi, = 31 100 (Tables 3 and 4) is likely to be caused by computational
cm 1. According to the results of CASSCF calculations with errors in our study (mainly omission of triple- and higher-
the state-averaged density matrix, the adiabatic electronicorder excitations in the EOMHCCSD metho¥ and
wave functions¥?x% for the two components of the E-term  inaccuracy of the ab initio calculation of spiorbit splitting

are dominated by Slater determinasitg(a;)?(e,)?(es)*(a1)°] in the ground state) and also by uncertainties in experimental
and®,[(a1)%(e) (en)¥(a)"], whereas the AA; state is assigned  measurements and errors in band assignments. With respect
in terms of a single electron excitatidrs[(a;)(€)?(e)%(a1)°). to the latter, experiments on G8 have not yet provided
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Table 4. Theoretical and Observed Vibrational Energy
Intervals (in cm~1) in the First Excited Electronic State A2A;

coupling still makes a heavy impact on the spectroscopic
properties of the CE$ radical.

CHsS Despite the growth of computational capacities during the
assignment theory experiment? last two decades, there is a distinct lack of explicit ab initio
0%(A) 0 0 calculations of vibronic or spin-vibronic spectra (see refs 7
3Y(A) 452 401 + 2.5¢403 4+ 1,9 402¢ and 8 for calculations on the methoxy radicalEXCH;O
6%(E) 689 635 + 100 and the methoxy family of radicals, see also references in
32(Ay) 905 795,b¢ 799,d 794¢ refs 6 and 19 on other types of vibronic systems). The
3161(E) 1134 methylthio radical CHS is an important intermediate in
21(A1) 1165 1098 =+ 2b.ce environmental chemistdt.Hence, an accurate prediction of
62(E) 1342 its molecular properties is critical for practical applications.
6%(A1) 1367 The agreement between theory and available experimental
3%(A1) 1369 1181, 1180°%¢ data is considered as good, especially for the theoretical
5Y(E) 1446 model using no empirical adjustments. Results of calculations
3i61(E) 1585 , within the complete set of vibrational modes predict spin-
ilZZ(Al) 1613 1490, 1489¢ vibronic intervals never observed in experiment and signifi-
©® 187 cantly supplement the spectroscopic data presently available
3162(Aq) 1808 . . N X o
1) 2001 2066° in the Ilteraturé Theoretlg:al predictions presented here can
2E) 3165 be used for interpretations of results of future 4SH

- = = - — spectroscopy studies.
aThe intervals from the X2Ez, — A2A; laser-induced excitation P Py

spectra of CH3S were calculated from the wavelengths of excited
bands (30%, 302, 30%, 20%30, 60t, and 1ot in refs 21—23 and 36) relative
to the origin 0o°. ? Reference 21. ¢ Reference 36. @ Reference 23.
¢ Reference 22.
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Abstract: Quantum chemical calculations show that metal—hydride molecules are more compact
when they are placed inside a fullerene cage than when they are isolated molecules. The metal—
hydrogen bond distance in ZrH, becomes 0.15 A shorter when it is placed inside a Cqo cage.
Metal—polyhydride molecules with a large number of H atoms such as ScHjs and ZrH;6, which
are not bound as isolated molecules, are predicted to be bound inside a fullerene cage. It is
also shown that two TiH;¢ clusters are bound inside a bicapped (9,0) carbon nanotube. Possible
ways to make metal—hydrides inside Cgp and nanotubes are suggested.

Introduction are not more stable than TiH- 5H,, ZrH, 4+ 5H,, ScH; +
Metal-hydrides are of considerable interest as potential 6Hz, and ZrH, + 6H,, respectively. It thus seems unlikely
hydrogen storage systems. A design target of 6.5 weightthat MH, species wit larger than 12 will exist as isolated
(wt)% has been regarded as adeqd&pecies of MHtype, molecules.

with n = 9, as for example RefI", are known experimen- The following question was then posed: is there an
tally.2® We have recently predicted the existence of some alternative way to store hydrogen in its molecular form. A
MH 1, molecules, where M is a group 6 atom, Cr, Mo, and conceptually new route to stabilize hydrogen-rich metal
W.4 The isoelectronic ions VH, TiH:~, and MnH," also polyhydride clusters would consist in placing a metal
turned out to be stable. In a hypothetical solid LiM}ithe hydride inside a & fullerene cage. The inside sphere of a
hydrogen weight percentage would be 17. This study fullerene is large enough to enclose atoms and small
suggested that the number of hydrogen atoms, bound to amolecules. A variety of endohedral complexes, having metal
metal atom, could be increased from the previously known fragments, noble gases, and atoms inside the cage, have been

n= 9 ton = 12. The CrH, species has six Hmoieties, synthesized and characteriZzed® Recently, encapsulation
while MoH;, and WH,, have four H moieties and four M-H of molecular hydrogen into an open-cage fullerene having a
o bonds. The H-H distance in the bimoieties is larger than ~ 16-membered ring orifice has been investigdfed.

0.8 A'in all species, while a calculation on isolategidives Would the Gy cage have the effect of stabilizing the MH

an H-H bond distance of 0.77 A. These values for theht cluster or would dissociation or reaction occur? We per-
bond distances can be considered a fingerprint of the factformed quantum chemical calculations on the supermolecular
that the H moieties are effectively bound to the central metal. systems ME+Csgo. To our knowledge, this is the first study
The possible existence of Midpecies witm greater than ~ on metal-hydrides inside a fullerene.
12 has also been investigated. Examples areyJ iBtH14, A recent paper by Zhao et & proposes to use transition-
ScHis, and ZrHe. Calculations indicate that such species metal atoms bound to fullerenes as adsorbents for storage
have long metathydrogen bonds (greater than 2.0 A). It of hydrogen. Compounds such ag[ScH.(H,)]1. have the
should be noted that Titd ZrHi4, and ScHs fulfill the 18- Sc atoms bound externally to the fullerene cage. Here we
electron rule, while Zrk would be a 20-electron species. propose a completely different approach, consisting of
ZrH6 turns out not to be stable and, instead, dissociates toplacing both the metal and the hydrogen inside the fullerene

ZrHi> and 28. Moreover, TiH4, ZrHys, ScHis, and ZrHg cage. We report results of a computational study on the
species Zrkd@ Cso, SCHis@ Cso, and ZrH @ Coo, While ZrH,
* Corresponding author e-mail: laura.gagliardi@unipa.it. is experimentally known as a single molectilend has been

10.1021/ct0501856 CCC: $30.25 © 2005 American Chemical Society
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Table 1. Typical Bond Distances (A) for the MH, Species?

M-H(©)  M-H(Hz2)  H-H(H) H-C
ZrH, 1.859
ZHH,@Ce  1.706 2.095-2.633
Schis 1.865 2.018-2.232 0.806—0.861
ScHis@Ceo 1.739 1.775-1.891 0.802—0.875 1.848—2.643
ZrHie 1.871-1.882 2.124-2.136 0.827-0.829
ZrH1@Ceo  1.753 1.807-1.853 0.807—0.917 1.841-2.635

aM—H(o) is the distance between M and a nonbound H atom.
M—H(H>) is the distance between M and H in a H, molecule. H—H is
the distance in the H, moiety. See Figures 1—3.

previously predicted by Pykkand Desclau¥* ScH;s and _
ZrHse, on the other hand, are unknown. All these M®{Ceo Figure 1.
species turned out to be stable with all real harmonic
frequencies. We extended the idea by considering also two

TiH;6 clusters inside a bicapped (9,0) carbon nanotubg, C

This system also turned out to be stable.

Details of the Calculations

The program TURBOMOLE 1" was employed. The cal-
culations were performed using density functional theory,
DFT, with the Becke-Perdew, BP86, exchange-correlation
functional. For the Zr metal, the energy-adjusted Stuttgart
ECPs were used in order to take into account relativistic
effects'® The number of valence electrons is 12. The basis
sets accompanying the ECPs 5s3p2d were UsEdr Sc,

Ti, H, and C an all electron, split-valence basis set, contracted
to 5s3p2d, 5s3p2d, 2s, 3s2p, respectively, was used. Equi- zrH, has a tetrahedral structure both as an isolated
librium geometries and harmonic frequencies were com- mglecule and in 6. The Zr—H bond distance is 1.86 A in
puted for all species at the BP86/DFT level of theory, using an isolated Zr molecule and 1.70 A in Zrk@Cso. In

the reSOlUtion'of'the'identity (RI) variant available in the ZI’H4@ng (Figure 1) the Carboﬁhydrogen distances Vary
TURBOMOLE packag€ ™'’ to make the calculations fea-  petween 1.69 and 2.63 A. The infrared spectrum of ArH
sible. The auxiliary basis set of split-valence plus polarization se|id argon has been observed by Chertihin and Andiéws.
type, available in the TURBOMOLE library, were used for They measured an antisymmetric stretching frequency of
all atoms. Comparative equilibrium geometry calculations 1623.6 cmit. Our calculation on isolated ZeHjives a value

on some selected structures were performed at the secongf 1648.4 cm? in the harmonic approximation. The same
order perturbation theory level with the Rl variant, RI-MP2, mqode for ZrH@Cs, is calculated to be 1119.5 crh

to check if possible weak interactions between the H atoms  g4|5ted Schk has one SeH o bond (1.86 A) and seven
and the fullerene cage Woul_d imply a substantial rearrange-ge—H, honds (2.06-2.22 A). In Go, ScHis undergoes a
ment of the structures. Since the RI-MP2 structure of gignificant structural rearrangement: the Sc atom is not at
ZrH16@Cso turned out to be very similar to the BP86 he center of the fullerene cage, surrounded symmetrically
structure, with a slightly shorter ZH bond distance at the by the hydrogen atoms, as one might expect. Instead, the
RI-MP2 level, only BP86 structures will be discussed below. hydrogen atoms are all on one side of the Sc atom, and the
Frequency calculations, on the other hand, were not per-go_ honds are in the center of the fullerene cage (Figure

Figure 2. The structure of ScH;5@ Ceo.

formed at the RI-MP2 level of theory. 2). The Se-H ¢ bond reduces to 1.74 A and the -Sd,
bonds to 1.781.89 A.
Results As already mentioned, our calculations predict isolated

The calculations show that the MKystems have shorter  ZrHis not to be stable and, instead, exist as Zréhd 2H.
M—H bonds when placed inside the@age than as isolated ~ ZrHi, has four ZrH o bonds of 1.88 A and four ZrH,
molecules. All supersystems turn out to be local minima, bonds of 2.13 A. In G, ZrHys is bound (Figure 3), and it
having all harmonic frequencies real. The-M bonds are  has two Zr-H o bonds of 1.75 A and seven ZH, bonds
significantly shorter when the Mtspecies are placed inside  of 1.83 A. The H-H bonds are longer than in an isolated
the Gy cage, and the HH bonds in the H moieties are ~ H, molecule (0.82 A compared with 0.77 A).
much longer than in a Fisolated molecule. ZrH4@ Cso, SCHi5@ Cso, and ZrH @ Cso have all harmonic
The M—H and H-H bond distances are reported in Table frequencies real. The calculated values of the frequencies
1. In general the M-H bond distances become about 0.15 are available upon request.
A shorter when the MHKcluster is inside the fullerene than In all cases, placing the MHcluster inside a fullerene
when it is an isolated molecule. cage leads to a significant shortening of the-M bond
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Figure 3. The structure of ZrH;6@ Ceo.

distances. The large clusters (SgBInd ZrH¢) change from
a M—H nonbonding situation (the MH bond distances are

larger than 2 A) to a bonding situation (the bond distances

Figure 4. The structure of two TiHs inside Cjyq.

unfeasible to ‘put’ an already formed metdlydride inside
a fullerene cage. Simple energetic balances (differences

are about 1.8 A). One possible explanation for the structural PEtween calculated electronic energies) show that the forma-

rearrangement is that the fullerene repels the electrons oftion Of ZrHi@Geo
the metat-polyhydride cluster and pushes the cluster as far
as possible from its surface, i.e., toward the center of the

sphere. One may have expected that the mdnadiride

from ZrH, and Gy, for example, is highly
endothermic and requires about 100 kcal/mol of energy,
allowing for both the zero point vibrational energy and the
basis set superposition error corrections (less than 2 kcal/

cluster would break the fullerene cage, but this does not seemMOl)- An alternative and, probably more realistic route, would

to be the case.

The reason for the polarization of the Sgldluster in Go
is not clear to us. One possibility is the formation of a dipole
that can interact favorably with the polarizability of the,C

unit. This could be the case if the energy difference between
the symmetric and the polarized structure is small. For the
isolated clusters the polarized structure (Sc on the side) had
a dipole moment of ca. 3.95 D, while the symmetric structure

has a dipole moment of 1.87 D.
As previously mentioned, SgH is an “18-electron”
species, while Zrkk is a “20-electron” species. Even if the

results are not reported here, structural optimization had also

been performed for TiH@ Cso and ZrH 4@ Gy, as other “18-
electron” species, and they also are bound local minima.
Up to now it has been shown that the Mklstems here

considered are more compact when placed insidg ¢h@n

consist of inserting the metal and molecular hydrogen into
a fullerene. The formation of the MHspecies might then
occur directly inside . The formation of ZrH@ Cso from

a Zr atom, two H molecules, and £, for example, is about

10 kcal/mol exothermic and thus energetically much more
favorable than the above reaction. This energetic balance has
een estimated as the difference between the electronic
energy of ZrH@GCso minus the electronic energy of one Zr
atom in its triplet state and the energy of twe fdolecules,
allowing for both the zero point vibrational energy and the
basis set superposition error corrections.

We also considered the possibility of forming metal
hydride clusters inside a nanotube, and we studied, as a
model example, a system formed by two Tdldlusters inside
a single wall nanotube (9,0) which was closed with two
partial fullerenes at the two extremities, @(Figure 4). The

as isolated molecules. The next step is trying to understandSyStem turned out to be stable with all real harmonic

if these systems are energetically stable insige Ther-

frequencies. One of the Till clusters inside the nanotube

modynamical stability implies these species to be lower in €volved to TiH, + 2H,, while the other one remained bound.
energy than other isomers of the same molecules. In theA third TiH e cluster, on the other hand, does not fit inside
ZrH.@Cso case, we considered two other isomers besides C114 and some hydrogen atoms bind to the internal surface
the one previously discussed (Figure 1): the first isomer is of Ci1a

a Zhad*style ZrH,@GCso Species, with Zrijattached to the

external G surface (structure A), and the other isomer has Conclusions

ZrH, inside the G, but close to the € internal surface in
order that one H atom is van der Waals bonded t9 C
(structure B). Both structures A and B are significantly higher
in energy (more than 150 kcal/mol) than the original
ZrH,@ GCeo structure (Figure 1). The optimization of A leads
to separated ZriHand Gy fragments, while the optimization
of B leads to the original Zrif@Cso structure (Figure 1).
These results confirm the original Zx@ Cso isomer to be a
global minimum.

Quantum chemical calculations have shown that metal
hydride molecules are more compact when they are placed
inside a fullerene cage than when they are isolated molecules.
Species such as Zi@ Cso, SCHis@ Cso, and ZrHg@ Cop €XiSt

and have very short metahydrogen bondingTrhese results
pose several questions. First of all it is important to find a
synthetic route to make hydrogemetal clusters inside the
fullerene. It might be possible to insert the metal and
molecular hydrogen into a fullerene. The formation of the

Kinetic stability of these systems, on the other hand, would MH,, species might then occur directly insidg,CThis study

imply that they are stable with respect to one or more

indicates that the MKH@Cso supersystems require a large

dissociation pathways. Possible ways of forming/dissociating amount of energy to be made, but once they are synthesized,
the supermolecular systems were investigated. It seemsthey may have a chance to be stable.



Metal—Polyhydride Molecules J. Chem. Theory Comput., Vol. 1, No. 6, 2008L75

An alternative route, probably easier from the synthetic  (6) Akasaka, T.; Nagase, &ndofullerenes: A New Family of
point of view, would be to synthesize the clusters inside Carbon ClustersKluwer Academic Publisher: Dordrecht,
nanotubes, instead of fullerenes. The calculations have shown 2000
that two TiHs clusters are stable inside a (9,0) bicapped (7) Wang, C. R.; Kai, T.; Tomiyama, T.; Yoshida, T.; Kobayashi,

nanotube, G. A general question that we pose is the Y.; Nishibori, E.; Takata, M.; Sakata, M.; Shinohara, H.
following: is it possible to make also other species inside a Angew. Chem., Int. E€001, 40, 397.

fullerene. Preliminary results indicate that also &Cs is (8) Olmstead, M. M.; Lee, H. M.; Duchamp, J. C.; Stevenson,
stable. Can we make clusters with a larger number of S.; Marciu, D.; Dorn, H. C.; Balch, A. LAngew. Chem.,,

hydrogen atoms? It seems evident from the present study Int. Ed. 2003 42, 900.

that metat-polyhydride clusters have indeed a chance to exist  (9) Syamala, M.; Cross, R. J.; Saunders: MAm. Chem. Soc.
inside a fullerene cage and a nanotube, and this approach 2002 124, 6216.

may represent a conceptually new way of synthesizing, (10) Kobayashi, K.; Nagase, S.; Dinse, K.Ghem. Phys. Lett.

stabilizing, and storing metalpolyhydrides. 2003 377, 93.
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Abstract: A popular strategy for simulating large systems where quantum chemical effects are
important is the use of mixed quantum mechanical/molecular mechanics methods (QM/MM).
While the cost of solving the Schrodinger equation in the QM part is the bottleneck of these
calculations, evaluating the Coulomb interaction between the QM and the MM part is surprisingly
expensive. In fact it can be just as time-consuming as solving the QM part. We present here a
novel real space multigrid approach that handles Coulomb interactions very effectively and
implement it in the CP2K code. This novel scheme cuts the cost of this part of the calculation
by 2 orders of magnitude. The method does not need very fine-tuning or adjustable parameters,
and it is quite accurate, leading to a dynamics with very good energy conservation. We exemplify
the validity of our algorithms with simulations of water and of a zwitterionic dipeptide solvated
in water.

Introduction involves atoms in a small region, usually labeled QM. The

The rapid growth of computer technology has drastically QM part is treated with ab initio methods. The rest of the
changed the way in which molecular simulations and system, usually labeled MM, is instead treated with a less
quantum chemical calculations are used to shed light on thecomputationally expensive theory, generally molecular me-
driving forces of chemical reactivity in complex environ- ~chanics. Since the pioneering work of Warshel and Lévitt,
ments. However, the computational treatment of quantum the use and calibration of these techniques applied to the
systems made of several hundreds/thousands of atoms is stistudy of chemical reactivity has increased enormotisty.
challenging!? especially if long simulation times are re- Several quantum mechanics programs have been adapted to
quired. One of the currently followed strategies is the perform hybrid QM/MM simulationd*"'*2! using either
development of linear scaling quantum mechanical (QM) semiempiricaf®?? ab initio Hartee-FocR? post Hartree
methods$—® However, even with present-day hardware and Fock?® or DFT Hamiltonian'#1719.24.25
the most efficient linear scaling method, it is not possible to ~ The study of chemical reactions in condensed phases is
study with fully ab initio methods many of the complex computationally demanding, owing not only to the size of
systems that are of current interest in biology and nanotech-the simulating system but also to the large degree of
nology. An alternative approach is to employ multiscale configurational sampling necessary to characterize a chemical
quantum mechanics/molecular mechanics (QM/MM) schemes.reaction. This places severe demands on the efficiency of
They are particularly useful whenever a chemical reaction the implementation of any QM/MM scheme. Two main
bottlenecks can be identified in such calculations: one

* Corresponding author fax+41919138817; e-mail: teodoro.laino C%r_]lcerﬂs theheva_lluatlon O.f thg QMher[;ergy alnd (jerlvaftlv;:,\ S
@sns.it. Corresponding author address: Computational Sci- Whiié the other Is associated with the evaluation of the

ence, DCHAB, ETH Zurich, US| Campus, Via Giuseppe Buffi €lectrostatic interaction between the QM and the MM part.

13, CH-6900 Lugano, Switzerland. In this respect we can identify two classes of codes, those
t Scuola Normale Superiore di Pisa. based on Gaussian-type orbitals (GTOs) to represent both
+ Computational Science, DCHAB, ETH Zurich, USI Campus. the wave function and the charge der&i#yand those using

10.1021/ct050123f CCC: $30.25 © 2005 American Chemical Society
Published on Web 10/07/2005
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grids in real space to represent the charge dehsis?The basis set to evaluate the Coulomb interactitrid and is
latter encompasses both codes fully based on plane wavesncluded in the CP2K packadeAlthough the program has
(PWs) and the more recent mixed approaches based omot been optimized to yield order N scaling for large systems,
Gaussian plane waves (GPWSs). It is on this second class ofit is extremely fast and efficient in comparison with
algorithms that our paper is focused. conventional DFT Gaussian or plane wave schemes for
For localized basis sets (GTOs), the use of an efficient medium/large molecules. An extensive review of technical
prescreening technique is imperative in order to avoid the details and performance regarding Quickstep can be found
quadratic construction of the one-electron QM/MM Hamil- in previous worlké!34
tonian matrix. For nonlocal basis sets (PWs), if the interaction  The classical subsystem is described through the use of
is evaluated analytically, the computational price is propor- the MM driver called FIST, also included in the CP2K
tional to the number of grid points times the number of MM package. This driver allows the use of the most common
atoms. Surprisingly the evaluation of the QM/MM electro- force fields employed in molecular mechanics simula-
static interaction, for the latter scheme, requires between 20%tions 3536
and 100% of the time needed by the QM calculation, this  The interaction energy terr&E®"MM contains all non-
despite the use of sophisticated hierarchical multipole (HMP) bonded contributions between the QM and the MM sub-
method&* or of clever implementations based on electrostatic system, and in a DFT framework we express it as
cutoffs!” Furthermore these techniques require a fine-tuning

of parameters to yield optimal performance and lead to a p(r.ry)

loss of accuracy that makes error control difficult. B (rard = %Mqa f|r — |dr + ) wawlald)
The aim of this work is to describe a new implementation * a (?fEQM

of the QM/MM coupling term that avoids the use of any @)

hierarchical method or multipole technique. This novel \nerer. is the position of the MM atom a with chargg
scheme is based on the use of multigrid techniques in ;.\ yis the total (electronic plus nuclear) charge density
conjunction with the representation of the Coulomb potential of the quantum system, andaw(ro.r2) is the van der Waals
through a sum of functions with different cutoffs, derived nieraction between classical atom a and quantum atom
from the new Gaussian expansion of the electrostatic te implementation of the electrostaB8"MM term poses
potential (GEEP for short). The QM/MM driver is based on gerigys theoretical and technical problems, related to both
the quantum mechanical program Quickstep and the molec-jis short-range and its long-range behavior. An important
ular mechanics driver FIST (both part of the CP2K package). jssye, connected with the short-range behavior, is related to
The overall speedup is of-12 orders of magnitude with  the so-calleclectron spill-outproblem. In classical calcula-
respect to other PW‘E’%Sed implementations of the QM/MM tigns the atoms are normally represented by a simple point
coupling Hamiltoniart*1 The lack of tuning parameters and charge. Whenever electrons of a QM atom come very close
electrostatic cutoffs makes this implementation a totally free {5 the core of a classical atom. the electrons can be trapped
parameter scheme, once the cutoff of the finest grid level jhtg the pointlike classical potential energy source. The use
has been specified. Consequently, very stable simulationsyf giffuse basis sets (or of plane waves) can enhance this
can be obtained with optimal energy conservation properties. pehavior. A natural solution to this problem is to represent
We test the present implementation by computing the pair M atoms with a finite width density of charge in the
correlation function of quantum water in classical water and jnteraction with QM atoms. This width will be dependent

the pair correlation function of a zwitterionic dipeptide in g the atom type and can be expected to be similar to the
classical water. Both tests address the correctness of the newoyalent radius of the atom. The recently proposed imple-

coupling scheme. mentatio’ describes the short-range interactions accurately,
_ o employing a pseudopotential-like approach to remedy the
Wave Function Optimization unphysical problem of overpolarization that arises when MM

We establish our implementation on the use of an addi- atoms are in close contact with the QM region.
tivelt1230QM/MM scheme, where the total energy of the  To handle properly the short-range interaction we decided
molecular system can be partitioned into three disjoint to use, rather than the functional form introduced by Laio et
terms al.,'” the following expression for the classical potential

Eror(Twla) = EM(ry) + EM(r) + ES"™M(r,r) (1) Erf(w - ra|)
c,a

vy(r,r) = |—

r—r,

®3)

whereEM is the pure quantum energg¥™ is the classical
energy, andE@"MM represents the mutual interaction energy
of the two subsystems. These energy terms depend parawherer,is an atomic parameter, close to the covalent radius
metrically on the coordinates of the quantum nualg) &nd of the atom a. This function is the exact potential energy
classical atomsrg). function originated by a Gaussian charge distribug¢mr )

The quantum subsystem is described at the density= (1/«/E*rc,a)3 exp(r — ralrcy? and is commonly
functional theory (DFT) level, exploiting the Quickstép  employed in the Ewald summation techniques. Moreover,
algorithm. This is based on the expansion of the Kehn the expression in eq 3 has the desired property of tending to
Sham orbitals in GTOs and on the use of an auxiliary PW 1/r at large distances and going smoothly to a constant for
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Figure 1. On the left: Gaussian expansion of the electrostatic potential (GEEP). The picture shows the components of the fit
for the value r., = 1.1 A. On the right: Fourier transform of the potential in eq 3 (in red) and Fourier transform of the residual
function Ry in eq 5 (in green). For this particular case (r.o = 1.1) we can define for the residual function a Ge, ~ 1.0.

smallr. In the contest of QM/MM calculation¥;3¢the MM different cutoffs. The most general representation of the
charges have been Gaussian smeared as a means to repalectrostatic potential eq 3 in terms of Gaussian functions
the broken covalent bonds at the QM/MM boundaries. In with different cutoffs is

contrast here, we do not address the issue of treating QM/

MM regions crossed by a covalent bond, and the smearing Ir —ral
of all MM charges is exploited in order to prevent the spill- Erf r r—r\2
out problem and to accelerate the calculation of the electro- u(rry) = v oAl ZAQ ex;{— a) n
static interactions. Ir —r, " Gy
Due to the Coulomb long-range behavior, the computa- Rou(Ir — 1) (5)

tional cost of the integral in eq 2 is surprisingly large. When
using a localized basis set like GTOs, the most natural way where the smoothed Coulomb potential is expressed as a sum
to handle this term is to modify the one-electron Hamiltonian of N, Gaussian functions and of a residual functi@g,.
by add|ng to it the contribution of the MM classical field TheAg are the amp”tudes of the Gaussian functionsy and
% Gﬁ are th?ri]r Widt% If Itr}e pe:_rgﬁmete)? znd Gy arttehproper_lty
uv chosen, the residual functi will be smooth, i.e., its
QMM T _f%(r’ru)aE%M Ir,—r| prrdr - (4) Fourier transform will have a cgv;npact domain for very small
g vectors, and will be approximately zero fge> Gey. The

¢, and¢, being Gaussian basis functions apghe atomic Geut parameter is related to the spacing of the grid on which
charge of classical atom a with coordinatesin this case  the Row function will be mapped. We performed the fit of

a suitable prescreening procedure has to be applied for the2d 5 by a least-squares approach in Fourier space, using the
integral evaluation, to effectively compute only the nonzero analytical expression of thggrepresentation of the modified
terms and thus avoiding the quadratically scaling construction electrostatic potentiaf?

of the core Hamiltonian with respect to the number of 5 o

elements of the basis set. When using a fully delocalized i(q) = [4_:1] ex;{— gri) ©)
basis set like PWs, on the other hand, the QM/MM a 7 4

interaction term is evaluated by modifying the external

potential and collocating on the grid nodes the contribution  In Figure 1 we show the result of the fitting procedure in
coming from the MM potential. Unfortunately the number G-space withr¢,= 1.1 A, comparing the Fourier components
of operations that a direct evaluation of eq 2 requires is of of the modified Coulomb potential with the Fourier com-
the order ofN,Nuw, whereN, is the number of grid points,  ponents of the residual functidy. In this case the compact
usually of the order of 10points, andNyy is the number of ~ support ofRq is truncated aG. ~ 1.0 which should be
classical atoms, usually of the order of B® more in systems ~ compared with the value db.: ~ 3.0 needed to achieve
of biochemical interest. It is evident that in a real system a the same accuracy when usingr r ;). This implies that the
brute force computation of the integral in eq 2 is imprac- residual function can be mapped on a grid with a spacing 1
tical. order of magnitude bigger than the one required to map the
va function.

. . In Figure 1 we show the same result of the fit in real space,
GEEP: Ga_lu58|an E_XpanS|on of the QM/MM and in Table 1 we provide coefficients for selected values
Electrostatic Potential Of Foa

The key to our method is the efficient decomposition of the = The advantage of this decomposition scheme is that grids
electrostatic potential in terms of Gaussian functions with of different spacing can be used to represent the different
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Table 1. Amplitudes and Coefficients of the Optimal order might perform better. Another reason to avoid G-space
Gaussian Functions as Derived by the Fit interpolation comes from the fact that periodic boundary
. radius ro o = 1.1 A radius r; o = 0.44 A conditions with respect to the QM grid cannot be applied to
no. o

the QM/MM potential. This makes the normal G-space

Gaussians Aq (au Ggy (bohr Aq (au Ggy (bohr . . .
s (W) o (bohn) o (a) o (bohn) interpolation unsuitable for our purpose. Thus we preferred

1 0.103103  4.243060  0.230734  1.454390 to use an interpolation based on splines working entirely in
2 0125023 2966300  0.270339  1.094850 real space unlike the scheme exploited by Yé#feeal. that
s 0098613  2.254250  0.075855  4.906710 relies on the use of splines in G-space. Moreover, the coding
4 0.190667"0.883485 and the parallelization in real space is easier due to the use
5 0.173730  1.965640 ) : -

of commensurate grid levels and in our hands more efficient
° 0127689 2.658160 than working in G-space. For simplicity we use a set of
7 0.095104  3.591640 9 pace. plicity

commensurate grids, in which all the points of the coarse
grid are points of the fine grid. Moreover, the number of
contributions tav(r,rJ). In fact, the evaluation of a function  points in each direction doubles going from the coarse to
on a grid relies on the assumption that the grid spacing is the fine grid level immediately aboveéN{= 8N in 3D). In
optimally chosen on the basis of its Fourier transform the case of 1D space, the interpolation operator can be
spectrum. Writing a function as a sum of terms with compact defined as
support and with different cutoffs, the mapping of the
function is achieved using different grid levels, in principle R ZT(i,n)Sfl(n,j) (8)
as many levels as contribution terms, each optimal to describe n
T 1 U A58, 1Al S Sunere for the poins avay fom the borda(n) =
' 2 ) N3(n—i/2) and S(i,j) = Ns(j—i), with N3 being the charac-
smoothest components. In addition the Gaussians can b(%eristic B-spline function of order 8. The border was treated

truncate_d beyond a certain threshold valge, which makgs €5 a nonuniform B-spline. Higher dimensional spaces can
collocation of the Gaussians on the grid a very efficient

) be treated using the direct product of the transformation along
Process. . : . the single dimensions. The opposite operationyéisgriction
The problem of mapping a noncompact function on afine _x-1 . ) o .
S . . J 7, is defined through the condition that the integral of
grid is then converted into the mapping bf compact ; , S2
. ) . the product of a function defined on the coarse grid with a
functions on grids with cutoffs lower or at least equal to the

fine grid, plus a noncompact very smooth functiBia. function defined on a fine grid should give the same result

mapped on the coarsest available grid. The sum of the poth on the fine and on the coarse grid. Thus the restriction

contributions of the several grids, suitably interpolated, will is simply the transpose of the interpolation

be approximately equal to the function mapped analytically I“Uin=n% (" =SS HinTni 9
on the fine grid within errors due to the interpolation (D) = [Hea)] Z (.0T(0I) ©
procedure.

Using Ngiiq grid levels and choosing the finer and coarser
y grid levels in order to treat correctly the sharpest and
Multigrid Framework smoothest Gaussian components, respectively, we can achieve
Multigrid methods are well-established tools in the solution good accuracy and performance.
of partial differential equation®:*! In the present imple-
mentation multigrid techniques are employed to combine

functions with different cutoffs, i.e., represented on different QM/MM Energy

grid levels. The QM/MM electrostatic energy within DFT can be
Let us start by considering two grids, a coarse @riaith expressed with the following equation
N points and a fine gridF with N; points, whose grid-level
is k-1 andk, respectively. Thénterpolation operator EMYM(r r) = [arp(rr V™M (rr)  (10)
¥ C—F (7) whereVRMMM s the electrostatic QM/MM potential evalu-

ated on the finest grid, the same on which the final QM total
is by definition a transfer operator of a low cutoff function density is evaluated. The overall description of the algorithm
to a grid with a higher cutoff. The extension of the function used to evaluate the QM/MM electrostatic potential on the
to more points requires some regularity assumptions on itsfinest grid can be outlined as follows:
behavior. Two limiting cases can be identifie@* andC>, (1) Each MM atom is represented as a continuous Gaussian
which can be handled with a simple linear interpolation charge distribution. The electrostatic potential generating
scheme and with &-spaceinterpolation, respectively. If  from this charge is fitted through a Gaussian expansion using
the function isC®, as in the case of a Gaussian, itis normally functions with different cutoffs, as shown in section 2.1.
better to use an interpolator that assumes a high regularity. (2) Every Gaussian function is mapped on one of the
This ceases to be true once a collocation threshold is definedavailable grid levels, chosen to be the first grid whose cutoff
for the mapping of the Gaussians. In fact, the function on is equal to or bigger than the cutoff of that particular
the grid becomes less regular, and an interpolation of a lowerGaussian function. Using this collocation criterion, every
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Figure 2. Schematic representation of the collocation procedure. Two MM atoms and three grid levels have been depicted.
The circles (in the first and second grid levels) are the collocation regions of the Gaussian centered on the two MM atoms.
Atoms whose distance from the QM box is greater than the Gaussian collocation radius do not contribute to the potential on that
grid level. However, all atoms contribute to the coarsest grid level through the long-range Riow part.

Gaussian will be represented on the same number of gridgrid. The computational cost of the other operations for
points irrespective of its width. In practice a sub mesh of evaluating the electrostatic potential, such as the mapping
size~ 25 x 25 x 25 suffices for an optimal Gaussian of the Gaussians and the interpolations, becomes negligible
representation. Moreover, once a collocation threshold is in the limit of a large MM system, usually more than 600
defined, the Gaussian can be considered a compact domai800 MM atoms.
function, i.e., it is zero beyond a certain distance, usually Using the fact that grids are commensuraié/N. =
called a Gaussian radius. Thus only MM atoms embedded 23Meid-1)) ‘and employing for every calculation 4 grid levels,
into the QM box, or close to it, will contribute to the finest the speed-up factor is around 512)(Zhis means that the
grid levels, as shown in Figure 2. present implementation is 2 orders of magnitude faster than
The result of this collocation procedure is a multi- the direct analytical evaluation of the potential on the grid.
grid representation of the QM/MM electrostatic potential The number of grid levels that can be used is limited by
VMMM 1), wherei labels the grid level, represented two technical factors. The first is that the coarsest grid needs
by a sum of single atomic contributiong®"™(rr,) = to have at least as many points per dimension as the ones
Sacumy(r,ra), on that particular grid level. In a realistic ~ corresponding to the cutoff of the residual functigg. in
system the collocation represents most of the computationalorder to perform the interpolation/restriction in an efficient

time spent in the evaluation of the QM/MM electrostatic manner. The second limitation is due to the constraint of
potential, that is around 6680%. using commensurate grid levels. The more grid levels are

(i) Afterward, the multigrid expansioNiQM’MM(r,ra) is required in the calculation, the more the finest grid level
sequentially interpolated starting from the coarsest grid level cutoff will increase. This leads to an increment in memory
up to the finest level. The QM/MM electrostatic potential requirements and to an unnecessary precision when handling

on the finest grid level can then be expressed as the higher cutoff grids. Usually it is a combination of cutoff
and grid levels that provides maximum efficiency. The two
fine fine—1 H H
parameters can be chosen by checking that the coarsest grid
M/MM _ k QM/MM . . . .
VRV r ) = > -1 Vi (rr) (11 level has no more than-5L0 grid points per dimension

i=coarse k=l

within the specified cutoff for the finest grid. Following the
previous rule, the number of operations required for the direct
evaluation of eq 2 is of the order df*100*Nym, whereN
Mis an integer between 1 and 10, aNgy is the number of
classical atoms.

whereV "™V (r r ) is the electrostatic potential mapped on

grid level i, and|f_, is the interpolation operator in real

space. This operation does not depend on the number of M
atoms but only on the number of grid points, i.e., on the
cutoff used in the calculation and on the dimensions of the
QM box. For realistic systems the computational cost is QM/MM Energy Derivatives
around 26-40% of the overall cost of the evaluation of the

QM/MM electrostatic potential.

Using the real space multigrid technique together with the
GEEP expansion, the prefactor in the evaluation of the QM/
MM electrostatic potential has been lowered frokfiN* N EQMMM (rr) g\/QMMM )
to Nc*Nc*Nc, whereN; is the number of grid points on the —  wd_ fdrp(r,r y————=
finest grid and\; is the number of grid points on the coarsest 0a * ary

The evaluation of the QM/MM derivatives on classical atoms
are obtained by taking the derivative of eq 10 with respect
to the classical atomic positioms. These are given by

(12)
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Figure 3. Relative errors on derivatives evaluated with the different functional form of eq 3 implemented in CPMD code and the
new scheme implemented in CP2K. The average relative error is 0.01%.

The integral evaluation can be divided into terms deriving
from the different grid levels

fine

aEQM/MM(r ra) IQM/MM(r ra)

fdrp(r . ) f|ne

or a i=coarse la

(13)

where theV;2"™M |abels the potential term on the finest
grid level coming from the corresponding grid leviel

Using the multigrid expression for term‘s’if;,?eM’MM
[ineyk VMMM " the derivatives on MM atoms can be

written as

JEMMM(r 1)

ar

a

fine fine—1 8ViQMIMM(r,ra)
Serp(rr) [ 1 =
i=coarse =1 I’a
fine fine aViQM/MM (r ,ra)
DA |] I p(r r J————— (14)
i= coarse ar,

In the previous equation the property that the interpolation

set{¢.}, the derivatives on quantum ions due to the QM/
MM interaction potential are

QM/MM )
BT (rors) 5 P o
= o
ar, <\or,
ad)/‘(r M/IMM
2% P [ar ” VMY r ), (rr ) +
v o

ang(r,ry)
Jdr|——|v2"™(rr) (15)

ar

o

where VE"™MM — rdre, (r,r )VRMMM(r r N, (r F o) is the
QM/MM Hamiltonian interaction term in the Gaussian basis
set{¢,}. The first term is the so-called Pulay tefhand is
present because of the atom position dependent basis set.
The evaluation of the gradients on QM atoms is relatively
inexpensive compared to a full quantum calculation. All
considerations raised in section 3, regarding the scaling of
the present scheme in the evaluation of the QM/MM
potential, remain valid in the evaluation of the forces on
classical atoms.

The calculation of the forces within the present imple-

operator is equal to the transpose of the restriction operatormentation has been compared with the calculation of the
(and vice versa) was used. The MM derivatives are then forces using the method published elsewhénghich is a
evaluated applying the restriction operator to the converged QMMM of the CPMD code?® Comparison with the CPMD-

QM p(r,ro). This leads to a multigrid expansion of the

QMMM code is complicated by the fact that in this last

density, and each integral is evaluated on the appropriateschemé&’” a multipolar expansion is used for the long-range

grid level. The overall derivative is the sum of the contribu-
tions of the different grid levels.
We now consider the forces on the QM atomaf(r) is

part of the QM/MM electrostatic coupling, leading to
inaccuracies. For this reason we compare only forces on
atoms of the first MM solvation shell, which are treated

the Gaussian density used to represent the core chargexactly also in the CPMD-QMMM code. The realistic

distribution of theath quantum ions and labeling with"”
the uv element of the density matrix in the Gaussian basis

problem was made up of 215 classical 3R&ater molecules
and 1 QM water molecule. Although the system size is
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Figure 4. On the left: energy conservation of a system composed of 3 water molecules equilibrated at 400 K during 1 ps of
simulation. The red line shows the total energy for the QM/MM run, the green line represents a pure classical run, and the blue
line shows a pure quantum run. The total energies have been shifted for better visualization. No drift is observed, and all energy
conservations are consistent. On the right: potential energy during the same run. Its variation is 3 orders of magnitude larger
than the total energy variation.
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Figure 5. H—0O and O—O0 pair correlation functions for QM water. QM/MM values are compared with the full classical SPC
calculation. The QM/MM calculations are performed with r. , equal to 1.2 A for oxygen and 0.44 A for hydrogen. The quantum
box and the classical box employed in the simulation have a cube box size of 10.0 A and 42.0 A, respectively. The roughness
of the QM/MM curve is due to the much shorter simulation time. The bin size for the evaluation of the pair correlation function
is of 0.2 A.

relatively small, the number of molecules present is com- Results and Discussion
parable to the number of molecules normally treated exactly
in CPMD-QMMM. In Figure 3 we show the relative error

between the previous and the present implementations. Th

Consistently with checks done in previous wét}we test
dhe accuracy of our implementation by computing the pair

highest relative errors (less than 1.0%) correspond to forcescorrelation function of a QM system embgdded ina classical
that have small modules<(L0~2 au). The average relative SCIVent. As found elsewheféthe smoothing radius plays
error is~0.01% with a speed-up in the energy and derivative @" important role in determining the bond properties of the
evaluation of a factor of 40 wrt the CPMD. system, and the choice of this parameter can have dramatic
An important benchmark for QM/MM codes that are effects on pair correlation functions. The use of a different

aimed at molecular dynamics (MD) simulation is their ability functional form (cf. eq 3 with eq 3 of Laio et &) forced

to conserve energy. The system studied was composed of 3/S 0 reparametrize the.

water molecules (2 MM and 1 QM for the QM/MM run) For the classical water molecules, the cutoff ragiiwere
previously equilibrated at 400 K. The simulation time was chosen in order to reproduce the coordination number and
1 ps, and results are shown in Figure 4. For comparison thethe main peaks of the classical SPC water pair correlation
energy of the pure classical and the quantum run are shownfunction. A system of 2560 water molecules (2559 classical
in the same picture. No drift is observed during 1 ps of SPC water and 1 quantum water) in a cubic box, subject to
simulation. We also show the potential energy during the periodic boundary conditions, was investigated. The system
simulation, whose oscillation isz3 orders of magnitude was previously equilibrated at = 1 g/cn®, T = 298 K.
bigger than the total energy oscillation. One SPC water molecule was then replaced by a QM water
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Figure 6. Hpepr—Owar and Opepr—Huwar pair correlation functions for the ALA-GLY dipeptide in SPC water. QM/MM values are
compared with the full classical SPC calculation. The QM/MM calculations are performed with r. , equal to 1.2 A for oxygen and
0.44 A for hydrogen. The quantum box and the classical box employed in the simulation have a cube box size of 15.0 A and
50.0 A, respectively. A plane-wave cutoff of 280 Hartree was used during all the simulations, in conjunction with the GTH
pseudopotential and the BLYP exchange-correlation density functional. The roughness of the QM/MM curve is due to the much
shorter simulation time. The bin size for the evaluation of the pair correlation function is of 0.2 A.

molecule. GTH pseudopotentidisvere used to describe the Internet! The scheme was validated by checking the energy
core charge distribution, and B-LYP exchange-correlation conservation, and for a realistic system numerical accuracy
density functiondf#’ was employed in all the calculations, was verified by comparing the forces with the analytical
in conjunction with a cell plane-wave cutoff &, = 280 method, with a mean relative error of 0.01%. In addition,
Hartee. Several runs, with different values of the radius we computed the pair correlation function of a QM water
parameter, were performed. The optimized radii are 0.44 molecule in classical water and of a QM zwitterionic
A for hydrogen and 1.20 A for oxygen and allow the full dipeptide in classical water. The modified Coulomb interac-
classical SPC pair correlation function to be reproduced, astion and the multigrid approach reproduce correctly the
shown in Figure 5. Due to the different functional form of structural properties of a QM water molecule solvated in
eq 3, the optimal values found with our implementation are classical water and the parameters obtained therein can be
different from the ones previously publish&d. used effectively to describe the properties of an organic
To test the transferability of the ,parameters determined molecule containing both negatively and positively charged
for water, we also evaluated the pair correlation function of moieties, as in the case of the zwitterion.
a QM dipeptide (GLY-ALA) zwitterion solvated in 3352 All tests address the correctness of results. The perfor-
SPC water. We aimed at reproducing the pair correlation mance analysis confirms the present algorithm as the state
function obtained with the AMBER force fielf. The pair of the art for the evaluation of QM/MM interaction coupling.
correlation functions obtained with the present QM/MM Moreover, at variance with the majority of present-day QM/
implementation are indeed extremely close to the full MM methods, our scheme does not rely on electrostatic

classical results (see Figure 6). cutoffs and so avoids all related problems. Consequently,
the present method offers a fast, easy-to-use code for QM/
Conclusions MM calculations of large biological and inorganic systems.
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Abstract: The systematic deletion of orbital interactions, using natural bond orbital (NBO) theory
at the B3LYP/ 6-311++G(3df,2p) level, provides validation for the anti-C—H/C—F* hypercon-
jugative interaction providing the backbone for the gauche preference of 1-fluoropropane (FP).
The FCCC torsional coordinate taking trans FP to gauche FP is predicted to be strongly
contaminated by CCC bending with the result that a large part of the trans — gauche stabilization
energy stems from mode coupling. The anti-C—H/C—F* hyperconjugative interaction is also
found to play a major, if not determining, role in the coupling. The results of Rydberg deletion
calculations suggest that Rydberg interactions play a role in NBO analysis, contrary to the usual
assumption that interactions involving Rydberg orbitals can be ignored.

[. Introduction a. gauche b. trans
The term “gauche effect”is frequently used for the

counterintuitive conformational preference of polar group

1,2-disubstituted ethanes. The equilibrium conformer of 1,2-

difluoroethane (DFE), for example, is the gauche geometry

shown in Figure la, where the two fluorines are adjacent

(with a FCCF dihedral angle- 72°) to each othef.The

gauche conformer is calculated to be approximately 0.8 kcal/

mol more stable than the metastable trans conformer, where

the fluorines are in anti orientation (Figure 1b). The gauche
preference is counterintuitive since dipole repulsions between
the polar C-F bonds and steric effects both favor the trans
conformation. The accepted explanation for the gauche
equilibrium geometry is based @nhyperconjugation involv-

ing charge transfer from-€H electron donor bonds to-€F*
acceptor antibond®® This type of orbital interaction is

Figure 1. 1,2-Difluoroethane conformers.

donating ability relative to both the ,€H bond and their
relative orientation. Rablen et &karried out an extensive
study of the conformational preference and energetics of
several 2-substituted 1-fluoroethanes and, in particular for

maximized when €H bonds and €F* antibonds are in the basic molecule, propane with a single fluorine substituent,
anti orientation to each other. The consequence of the l-fluoropropane (FP; Figure 2). FP can be considered as a
hyperconjugation model is that gauche conformational 2-substituted 1-fluoroethane with a methyl group in the 2
preference will be highly expressed for 1,2-disubstituted position. The conformational preference of FP is weakly
ethanes having two strongly electron-accepting substituents,9auche (by only 0.4 kcal/mol or less). Although Rablen’s
as in 1,2-difluoroethane. This brings up the question of computations suggest that electrostatic attraction between
conformational preference in singly fluorine-substituted fluorine and methyl strongly contributes to the gauche
ethanes. A particularly interesting category is the 2-substi- preference, they were not able to unambiguously establish
tuted 1-fluoroethanes, where maximal donacceptor in- the role of hyperconjugation. Since FP represents one of the
teraction will depend on the£X substituent bond electron-  simplest molecules exhibiting the gauche effect, its origin
deserves detailed study for what it reveals about interactions
* Corresponding author. E-mail: goodman@rutchem.rutgers.edu. leading to structural preference. We do this by using a feature
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Figure 3. Torsional potential energy curves for 1-fluoropro-
pane showing dependence on the F—C—C—C dihedral angle.
Figure 2. 1-Fluoropropane conformers. Fully relaxed rotation (solid curve); skeletal geometry frozen
at trans geometry (dashed curve).

of natural bond orbital (NBO) theoty that allows the Table 1. Energy of 1-Fluoropropane Conformers at
hyperconjugative interactions to be switched off. Various Calculation Levels

Dipole—dipole repulsion is usually invoked as the interac- gauche _
tion that forces the FCCF dihedral angle to° 4@ DFES method (Hartrees) trans® eclipsed? syn®
However, a recently proposed alternate rationalization for HF/6-311++G(3df,2p) —217.194033 0016 370 4.9
the >60° angle invokes both anti interactions, which B3-YP/6-311++G(3df2p)  ~218460258 013 323 4.62

- 5 daisi . hich Do MP4/6-311++G(3df,2p)> ~ —218.037 724 0.19 355  4.70
maximize near 69 and cis interactions, which maximize at CCSD(T) /6-3114++G(2dp)> —218.035 210 0.19 353 467

amuch larger dihedral angtehe absence of dipotedipole MP2/6-311++G(3df,2p) —217.968 472 0.21 373  4.94
repulsion in FP provides an opportunity to further address mp2/6-31+G(d) 0.38 385 526
conformational determinants in fluorohydrocarbons. #8 MP2/6-311++G**(6D)%* 0.28 389 527

kcal/mol G-T barriers are sufficient to regard FP as a  2Energy (kcal/mol) of fully Optimizeg geometry relative to gauche
P : conformer unless otherwise noted. ? Single-point calculations at

S?mmgld_ molecule, but given the presence of sgveral low B3LYP/6-311++G(3df,2p) optimized geometry. ¢ Rablen etal.# ?Sin-

lying torsional modes, we are persuaded to examine the rolegje-point energies at MP2/6-31+G(d).

of mode coupling as a significant factor in determining the

gauche preference energetics. II. Torsional Potential Surface Landscape

Microwave and infrared experimeftsipport FP’s gauche  The coordinate path between various conformers in FP can
conformational preference (Figure 2b) in accord with theo- pe ysefully probed by FCCC dihedral angle rotation from
retical predictiorf. The microwave-determined trangauche 0° (for syn) through 60 (gauche) and 12qeclipsed) to 180
energy difference is 0.37 kcal/mol, larger than either the (trans). Figure 3 shows the calculatefilly optimized
DFT- or CCSD(T)-calculated difference, however. The potential surface in terms of the dihedral angle (solid curve).
experimental barrier height (3.47 kcal/mol at the eclipsed Both geometry optimization and energies were calculated
geometry) is in reasonable agreement with Rablen’'s MP2 gt the B3LYP/ 6-31%++G(3df,2p) leveP The potential
(3.89 kcal/mol) and our DFT calculations (given in the next surface landscape shows four features: a trans conformer
section). The microwave-spectroscopy-determined FCCC (Figure 2a) at 180 0.13 kcal/mol higher than the equilibrium
dihedral angle is 627 in close agreement with Rablen’s  gauche conformer at 63.2Figure 2b), a prominent barrier
calculated 62.2 and in somewhat less agreement with our (3.23 kcal/mol) between the trans and gauche conformers at
slightly larger DFT value (Section I1). Despite the reasonable the eclipsed geometry (119;Figure 2c), and a still larger
agreement between experiment and the levels of theory usedclipsed-syn geometry barrier at (Figure 2d), 4.62 kcal/
in ref 4 and in this study, interesting questions remain. Why mol above the gauche conformer. These are in qualitative
is the energetic preference for gauche over trans so muchagreement with both Rablen et al.’s MP2/6-3HG**(6D)*
higher in DFE than in FP, despite the absence of gaucheand Guirgis et al.’'s MP2/6-3HG(2d,2pJ® single-point
destabilizing dipole-dipole repulsion in FP? Rablen et al. calculations. However, the smaller DFT gauche preference
raised the possibility that the gauche conformational prefer- compared to that reported by Rablers28-0.38 kcal/mol
ence actually could be largely due to electrostatic attraction leads us to carry out additional calculations at different
between the negatively charged fluorine and theHbond correlation levels. These are given in Table 1. Our results
of the methyl group in FP.However, a hyperconjugation  for single-point CCSD(T) calculations lead to an energy
origin was not thoroughly investigated. In this paper, we will difference between the gauche and trans conformers of 0.19
examine this possibility in detail. kcal/mol, somewhat larger than the B3LYP value. In
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Table 2. 1-Fluoropropane B3LYP/6-311++G(3df,2p) Table 3. Relaxation Effects on the Conformer Energies
Optimized Geometries? (kcal/mol)
gauche (G) trans (T) eclipsed (E) syn(S) relaxation?
Skeletal Coordinates® Ec—Er Ee—Er Es—Er
R(C—F) 1.400 1.398 1.401 1.399 fully relaxed 013 3.10 4.49
R(C2—Cg) 1.514 1.514 1.531 1.541 rigid® 0.014 3.42 5.8
R(C3—Cy) 1.528 1.530 1.529 1.531
DF—CZ—C:; 110.44 110.37 110.60 111.86 part|a| relaxation¢
0JC,—C3—C4 113.55 111.79 113.63 114.34
[Co—Cs—Hs 10724 10874 10696  108.86 all bond lengths ~0.008 3.29 4.88
OF-C,—Cs—C,  63.18  180.00  120.03 0.02 all bond angles ~0.089 3.25 a.rt
R(C2—Cs3) —0.013 3.29 4.88

C—H Coordinates 0C,—C3—Ca —0.094 3.35 4.92
R(C2—Hs) 1.091 1.092 1.001 1.090 0C,—C3—Cs+ R(C2—C3) —0.094 3.23 4.74
R(C2—He) 1.093 1.092 1.092 1.090 0C,—C3—Hg —0.016 3.50 5.42
R(Cs—H7) 1.093 1.092 1.001 1.002 a Skeletal relaxation accompanying FCCC dihedral angle rotation.
R(C3—Hs) 1.094 1.092 1.092 1.092 b All skeletal coordinates are held at frozen trans geometry. < All other
R(C4—Hoy) 1.089 1.092 1.091 1.089 skeletal coordinates are held at frozen trans geometry.
R(Cs—H1o) 1.090 1.090 1.090 1.090
R(C4—H11) 1.092 1.092 1.092 1.089 gauche preference. It is also a component of the syn barrier

a See Figure 2 for conformer structure. » Bond lengths in A, bond that cannot be ignored.

angles in degrees. To obtain further insight into the energetic consequences

2of relaxation, we decompose the full skeletal relaxation into
two categories: (1) angular and (2) bond length relaxations.
The results, given in Table 3, show that it is the angular
1. Coupling between Skeletal Motion and ones that are primary. ,
FCCC Dihedral Rotation Parsing of the skeletal angular relaxations, where only one
angle is allowed to relax from its trans description and the
other coordinates are frozen, is also given in Table 3. Partially
{elaxed rotations allow insight into the roles that individual
internal coordinates play in trangauche energetics, and
Table 2 shows that the paramount angular relaxation is
rotation. All other bond length and bond angle changes areDCC_C scissor opening. This motion represents the largest
amplitude oscillation in the 313 cm gauche conformer

insignificant (<0.003 A and<0.1°). However, there are &' R
additional skeletal changes aside from the mentioned ones scissor” vibrational mode, and Table 3 clearly demonsrates

at the barrier maxima, occurring for the syn and eclipsed that thg coupling .Of dihedral torsion to thi_s mode provides
dihedral geometries; for example, the-«C; bond undergoes the major relaxation effect on-6T energetics.
significant (0.02-0.03 A) lengthening. Insight into the role
that the nonrotational coordinates play in the potential surface V- Hyperconjugation Model
features, in particular for the trans gauche stabilization ~ The link between hyperconjugation and the gauche effect
energy and for the 6T barrier at the eclipsed geometry, can be validated by removing all the electron charge transfers
can be seen from two potential curves in terms of the FCCC from bonds and lone pairs to antibond NBOs and Rydberg
dihedral angle given in Figure 3, one with frozen trans orbitals. The results of these single-point calculations at the
skeletal geometry (dashed curve), the other obtained fromgauche, trans, eclipsed, and syn geometries are given in Table
global optimized geometries (solid curve). 4, and the potential curve at 10~CCC dihedral angle
The landscape of both curves closely resemble each otherjntervals is given in Figure 4. When all hyperconjugative
with three minima for 360 rotation and maxima at the°’0  interactions are switched off (dashed curve in Figure 4), the
and 120 F—C,—C;—C, angles (see Figure 2). However, potential curve is inverted from that for the real molecule
there is a significant effect on the-+ G stabilization energy,  (solid curve). There still are two energy minima, but these
Es—Er. Frozen rotation essentially obliterates the weak occur at the eclipsed and syn geometries rather than at trans
gauche preference, reversing the tragauche stabilization  and gauche, which are now maxima. Furthermore, the
energy from 0.13 kcal/mol, gauche-conformer-preferred (for B3LYP/6-31H-+G(3df,2p) energy of the gauche conformer
the fully optimized potential curve), t60.014 kcal/mol, that is 0.5 kcal/mol higher than that of the trans instead of lower;
is, a slight trans conformer preference (Table 3). On the otherthe most stable structures are now syn and eclipsed, with
hand, the 3.2 kcal/mol fully relaxed trans gauche barrier  eclipsed the strongly preferred conformer. The important
is only slightly increased. The largest energetic change is atconclusion: inversion of the potential curve from that of the
the syn geometry: from 4.6 kcal/mol (fully relaxed) to 5.3 real molecule when hyperconjugation is deleted clearly
kcal/mol (rigid rotation). We conclude that skeletal relax- establishes that hyperconjugation is an essential part of the
ation, that is, the nonrotational phase space of the trans machinery driving the FP gauche preference. An interesting
gauche reaction path, plays an important role in the FP ancillary conclusion, not revealed in Table 4, is that the

summary, these respectable high-level calculations lead to
gauche preference of only 6-D.3 kcal/mol.

The nonrotational skeletal relaxations accompanying FCCC
dihedral angle rotation are given in Table 2. Optimized
geometries for the gauche and trans conformers show tha
the major skeletal relaxation between these conformers is
the 1.8 OCCC decrease accompanying gauchetrans
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Table 4. Deletion Effects on Conformer Energies (kcal/mol)

T conformer

hyperconjugative deletion energy G—T deletion E—T deletion S—T deletion
deletion change? difference difference difference
all hyperconjugation 117.4 0.46 —3.72 —2.10
all vicinal 116.0 —0.96 —2.56 —2.90
all geminal 17.7 —0.64 4.46 4.78
all remote 25 —0.53 2.30 4.07

2 E(after deletion) — E(total).
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Figure 4. Potential energy curves for 1-fluoropropane show- Figure 6. Torsional potential energy curve for 1-fluoropro-
ing the effect of orbital interaction. Full Hamilton, full optimiza- pane with all vicinal hyperconjugative interactions deleted.
tion (solid curve); all hyperconjugative interactions deleted Single-point calculations using full Hamiltonian optimized
(dashed curve). Both curves have the zero-energy reference geometry.

point at the 180° trans geometry.
jugations case is retained (Figure 6); the maxima are again
at trans and gauche. There is also a parallel with the no-

3.5

3 ~'\ /’ hyperconjugation calculation of Figure 4 in that the energies
_ 25 of the syn and eclipsed structures are less affected by vicinal
E 5 \ / hyperconjugation deletion than those of the gauche and trans.
$ \ /\ f\ / The consequence is that the deepest energy minima are (as
- \ / \ / \ / in the all-hyperconjugation deletion case) at the syn and
g 1 eclipsed geometries. But, surprisingly, as in the full Hamil-
2 s \ \ / tonian calculation, the gauche energy is lower than the trans.
: . \ / \/ \ / One additional interaction category remains: remote

/ \60 / 20 i 270 \30'0/ 4 hyper_conjugatipns between bonds, fl_uo:ine lone pair;s (Ip),
05 \_/ \/ and distant an_tlbonds such as—(_Hm/C F ar_1d F(Ip){Q;
s ] e t e ] s Hg*. The deletion of all 36 possible remote interactions has
F-C-C-C Dihedral Angle only small effects on the conformer energies and does not
change the preferred conformation. It remains gauche (Table
4). Thus, systematic deletion calculations establish that only
the removal of vicinal hyperconjugative interactions leads
to potential-curve inversion. The surprising result of vicinal
energies of both the syn and eclipsed structures are lesgdeletion, that gauche energy is lower than that of trans, is
affected by hyperconjugation deletion than those of the discussed further in Section VI.
gauche and trans. The vicinal interactions can be further parsed into anti
The removal of only the geminal hyperconjugations (e.g., (C;—H7/C—F*) and cis (e.g., @ Hg/C—F*) orbital interac-
C,—Hs/C,—F*) leaves the lowest-energy FP conformer tions. Their relative importance can be ascertained by
unchanged from gauche (Figure 5 and Table 4). Thus, separate deletions, retaining all other vicinal interactions. For
geminal interactions, which include such bond/antibond the gauche conformer, cis interaction deletion raises the
charge transfers as,€Hs/C,—C3* and C—F/C,—Hs*, have energy by only 0.81 kcal/mol, compared to 5.63 kcal/mol
little influence on the gauche geometry of the preferred for anti deletion. The anti interaction does not occur in the
conformer, but they do have a strong effect on syn and trans conformer; both interactions are now cis. Deletion of
eclipsed energetics (Table 4). the two possible cis interactions in this conformer raises the
However, when all vicinal hyperconjugations alone are energy by 1.32 kcal/mol, the magnitude of each cis interac-
removed, the landscape of the completely deleted hypercon-tion remaining essentially unchanged from its value in

-1

Figure 5. Torsional potential-energy curve for 1-fluoropro-
pane with all geminal hyperconjugative interactions deleted
using full Hamiltonian optimized geometry.
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Table 5. Deletion Energies Generated by Rigid Rotation from trans Conformer (kcal/mol)

T conformer

hyperconjugative deletion energy G—T deletion E—T deletion S—T deletion
deletion change? difference difference difference
all hyperconjugaton 117.4 0.45 —1.44 1.98
all vicinal 116.0 —-1.12 —2.62 —1.53
all geminal 17.6 —0.58 2.66 4.50

a E(after deletion) — E(total).
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interactions deleted. Optimized geometry (solid curve); frozen
at trans skeletal geometry (dashed curve). Both curves have
the zero-energy reference point at the 180° trans geometry.

Figure 8. Energy curves for 1-fluoropropane. Full Hamiltonian
potential curve (solid line); steric exchange repulsion single-
point calculations (dashed line). Both curves utilize HF/6-

gauche. The clear conclusion is that the anti interaction is 311++G(3df,2p) wave functions and have the zero-energy
much greater (nearly 7 times greater) than that of the cis. "éférence point at the 180° trans geometry.

This disparity is much larger than in 1,2-difluoroethane, conjugation interactions in the rigid rotation case reverses
where an account of both types of interactions is necessarythe S-T energy difference found for relaxed rotation. Thus,
to understand the gaucheans potential surface.The  the conclusion that the G and T orbital interaction energies
overarching conclusion is that the anti orbital hyperconju- are primarily determined by torsional rotation is diluted for
gative interaction provides the backbone for the gauche effectthe E and, even more so, the S interaction energies.

in FP.

Because of the importance of skeletal relaxation to the V. Steric Exchange Repulsion Model

T—G stabilization energy (see Section Il1), it is instructive Steric exchange repulsion is classically defined as the effect
to obtain the hyperconjugation deletion energies for rigid of Pauli exchange repulsion, a short-range force, which
rotation, thereby eliminating changes in skeletal bond lengths spatially separates pairs of electrons. The conceptual founda-
and angles. The results of these calculations referenced tdion of NBO steric analysis can be found in several
the frozen trans optimized geometry are given in Table 5. Publications by WeinhoRi** showing that quantitative
The same general pattern for deletions with and without @PPreciation of total steric exchange repulsion for a given
relaxation (i.e., vicinal interactions are more important than Molecular geometry can be obtained from the energy
geminal ones, as expected from local symmetry consider-d'ﬁ?rence between orthogonal natural localized molecular
ations) and the inversion of trans and gauche conformer ©rPital (NLMOs) and nonorthogonal preorthogonal natural

energetics by extinguishing hyperconjugation interactions areloc‘;"l'zeld molecullcar otrbltalT(;’ N;ms&gdescngiﬁom the
obtained. The clear outcome: the determinant controlling maolecular wave function. 1he S an s are

the G and T orbital interactions is the rotation itself, even closely related to preNBOs (PNBOs) and NBOs with

. . . . somewhat different localizations designed to improve ex-
though the torsional coordinate is contaminated by skeletal . e 9 P
. change repulsion quantificatiof’s.
displacements.

. __ The dashed curve in Figure 8 represents the calculated
However, Figure 7 shows that the landscape for the rigid HF/6-31H-+G(3df,2p) total steric exchange repulsion at 20
rotation potential curve with all hyperconjugated interactions intervals using the NBO steric analysis, described above. (A
quenched is considerably different from the fully relaxed B3LYP repulsion plot is almost identical to the HF one;
equivalent (also shown in the same figure); the pronouncedhowever, the HF curve is conceptually better founded.) A
gauche geometry maximum in the fully relaxed curve striking feature of the repulsion plot is the decreased
disappears in the rigid rotation curve. Most significant is that repulsion at the trans geometry. There is also a much less
the disparities in the two curves largely relate to the eclipsed pronounced decrease near the gauche geometry. These
and syn conformers, where the effect of excluding hyper- features allow the conclusion that lowered steric exchange
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Table 6. Rydberg Deletion Effects on Conformer Energies (kcal/mol)

T conformer

hyperconjugative deletion energy G—T deletion E—T deletion S—T deletion
deletion change? difference difference difference
all Rydberg? 49.6 —0.38 0.95 2.09
only vicinal valence® 61.8 0.65 —2.03 —0.55

a F(after deletion) — E(total). ? Valence interactions remain. ¢ Only vicinal Rydberg interactions remain.

repulsion plays a major if not determining role in stabilizing Path B
the metastable 18@rans conformer. Moreover, the maxima v
at the syn and eclipsed FCCC dihedral angles strongly tramg ) 1180

. . . C-C-C Angle
suggest that the syn and eclipsed geometry maxima in the Contraction
potential curve (solid curve in Figure 8) arise at least in part

from steric repulsion.

As seen from the comparison of repulsion values at the
gauche and trans dihedral angles in Figure 8, the effect of
shutting off steric exchange repulsion would be to greatly
increase the gauchdrans preference, a consequence of gauche | gauche
greater exchange repulsion destabilization of the gauche M3 T cCAgle ily
conformer. The clear conclusion is that exchange repulsion Contraction
does not play a significant role in forming the FP gauche Path A
conformational preference over the trans. However, it plays Figure 9. Stepwise analysis of C,C3C,4 angular contraction
an important role in stabilizing the gauche conformer relative energetics for the gauche equilibrium conformation. Step I:
to the eclipsed. angular contraction leading to a prepared state with the trans-
C,C3C, angle. Step IlI: rigid rotation from the prepared state
. . leading to partially relaxed trans-1-fluoropropane. Step lll:
VI. Discussion rigid rc?tatiog of ch equilibrium gauche cor?forpmer Ieadir?g to
An interesting conundrum that arises from the systematic trans-1-fluoropropane with gauche skeletal geometry. Step
deletion calculations pointed out in Section IV is that, even IV: C,C3C,4 angular contraction of the prepared trans state
with all-vicinal interactions deleted, the energy of the gauche leading to partially relaxed trans-1-fluoropropane.
conformer remains lower than tranepposite to that found
for complete hyperconjugation removal. The well-respected
Brunck—Weinhold rules for gauche conformer preference
link vicinal hyperconjugative interactions to gauche prefer-
ence, and their deletion is predicted to change the preferenc
to trans. To address this problem, we separate the vicina
interactions involving Rydberg orbitals from those involving
valence orbitals by restoring the Rydberg interactions into
the all-vicinal interactions deletion calculation. The outcome
of this new calculation, now deleting only vicinadlence

Rigid Rotation
Rigid Rotation

The relaxation studies described in Section Il demonstrate
that the gauche preference is linked to the CCC angle in the
propane skeleton of FP, evidenced by expansion of the 111.8
CCC angle in the trans conformer to 113if the gauche
ﬁTabIe 2). A facile explanation for the CCC angle opening
in the gauche conformer is that it reduces increased repulsion
from the fluorine lone pairs to the,€H bonds. Although
we show in Sections IV and V that the stereoelectronic origin
of the gauche preference comes from hyperconjugative
) i X attractive electronic effects, which depend primarily on the
interactions, is that the gauche conformer becomes lessc~-c gihedral angle, it remains to obtain insight into the

energetically favorable than the trans (Table 6). If the \\jonving factors affecting the CCC angle as part of the
complete hyperconjugation deletion removal (“no-star”) dihedral angle rotation process.
calculation is modified so that only Rydberg orbitals are To do this, we focus on separate considerations of Pauli
deleted (i.e., interactions involving the antibond valence exchange, Lewis enerd§,and hyperconjugation for two
orbitals are restored), the gauche conformer becomes moreyj;ornate CCC angle-contracting paths for FCCC dihedral
energetically favorable than the trans (Table 6). rotation from the gauche conformer, shown in Figure 9. One
In a sense, these calculations are illegal because Rydbergath (path A) first contracts the CCC angle in the optimized
orbitals are brought into the NBO scheme to ensure orbital gauche conformer (113)to its calculated value in the trans
orthogonality; thus, vicinal deletion excluding Rydberg (111.8), step I. There is no dihedral rotation in step I; that
orbitals is equivalent to deleting nonorthogonal PNBO vicinal s, the 111.8°CCC angle (with all other bond lengths and
antibondg® Deletion of only the Rydberg orbitals has a angles frozen to their values in the gauche equilibrium
similar flavor since it is equivalent to a full PNBO deletion conformer) represents a prepared state of the gauche
calculation. Since a tenet of NBO analysis is that the extra conformer. Step Il is a dihedral rotation step from the
valence natural atomic orbitals in the Rydberg basis play prepared gauche state to a partially relaxed trans geometry.
practically no significant role in the theotythese energy  Path B starts with frozen dihedral rotation (step Ill) from
inversions provide a challenge. One of the most dramatic the gauche conformer (all geometrical parameters remain
and characteristic simplifying features of NBO analysis is those of the gauche conformer), ending in a 1181€CC
that they can effectively be ignorégl. prepared state of the trans conformer. Step IV contracts the
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Table 7. Energy Contributions for 1-Fluoropropane Rigid 65 7
Rotation/Angular Relaxation (kcal/mol)2 \ ,’
SIED AEexch AEdgeloc AE ewis AEiotal \\ 04 ",
I 1.68 —0.14 0.23 0.089 g \ \ . / /
I —-2.94 —0.48 0.55 0.074 3 \ ' /
If -2.07 —0.49 0.73 0.24 5 \ \ / /
\% 0.81 -0.12 0.04 —0.079 g \ 0:2 /
2 AEexch, AEgeioc, and AE ewis refer to exchange repulsion, delo- E \ \ /’ /
calization, and Lewis energy changes, respectively, for steps |-V in H ~ Oty
Figure 9. AEexcn is calculated as the energy difference between E] \\ \<,’/
occupied (orthogonal) NLMOs and the associated preorthogonal S
(Pauli Principle violating) PNLMOs; AEgeioc represents the energy ; 4 2 5 4
change attributed to electron transfer from nearly doubly occupied
(bonding) orbitals to nearly vacant (antibonding) orbitals; AE ewis refers o1
to the energy of NBOs with =2 occupancy and can be associated to A (C-C-C) Angle: 0 - 113.55°

the localized electron pairs of the Lewis structure.
Figure 10. Potential energy curves for C—C—C angular

CCC angle in the trans prepared state to its value in the fully expansion at fixed gauche geometry. Full Hamiltonian (solid
optimized trans conformer, with all other geometrical curve); deletion of anti-C—H/C—F~ interactions (dashed curve).
parameters remaining frozen. The associated energy changes
accompanying paths A and B are shown in Table 7. energy curves versus t.he CCcC gngle' for the gauche con-
An analysis of the total energy changes in Table 7 shows former. The point of this comparison is that the potential
an increase on going to the prepared state of step | and gninimarepresent the change in ga'uche' corﬁormer geometry
decrease for step IV, as expected. Our first focus is on the When only anti-C-H/C—F* hyperconjugation is absent, thus,
exchange repulsion changeAEe strongly increases (1.7 ~ 91ving the needed chemically insightful smoking gun oth-
kcal/mol) for the CCC angle contraction occurring in step | €Twise buried in the full hyperconjugation dele_tlons. The shift
but shows a much smaller increase (0.8 kcal/mol) for the IN Minima demonstrate that the CCC angle is decreased by
same angular contraction in step IV. Thus, although exchange™1-7 When the anti-€&H/C—F~ interaction is removed. This
repulsion increases upon CCC angular contraction in both Provides the needed insight into the “lapening of the CCC
the equilibrium gauche and prepared trans states, it increase&"9/€ on going from the trans conformer (where there are
much less in the prepared trans one. We conclude that the© anti-C-H/C—F* orbital interactions) to the gauche one.

angular expansion that accompanies the-TG rotational The effect of this interaction in the gauche conformer is to
process does relieve the increased exchange repulsiodncrease the CCC angle close to the global optimization
occurring in the gauche conformation. Increase. o _

Different behavior is found foAEge., the delocalization Our overall conclusion is that both increased exchange

energy change. Itis slightly stabilizing-0.14 kcal/mol) for repulsion and increased delocalization accompany CCC angle
step I, CCC angular contraction of the gauche conformer, €xPansion in the T G reaction path, with consequent
and almost identically so (only-0.12 kcal/mol) in step 1V, preferential stabilization of the more-open angle gauche
angular contraction of the prepared trans state. This identity conformer. It is difficult to reliably assess which of these
leads to the conclusion that hyperconjugative interactions arefWo interactions is primary, but on the basis of Figure 10,
not selectively linked to the CCC angular expansion in the the attractive factor appears to be more important.
gauche conformer.

Additional interest is found in the change in Lewis energy VII. Conclusions
for step I. The Lewis structure of a molecule can be defined Because FP is an example of an elementary molecule
in an NBO representation by nearly doubly occupied bonding exhibiting a gauche effect (without the complication of
orbitals and lone pairs, without the delocalization effects of dipole—dipole repulsion), it is of considerable importance
conjugation and hyperconjugatioR; ewis = Etotal — Edeloo to study it thoroughly. The DFT/ab initio calculations on
ELewis then is linked to changes in bond strength. The 0.23 1-fluoropropane conformational preference and torsional
kcal/mol increase for step | shows that the Lewis structure potential surface reported here and NBO analysis all provide
of the prepared gauche state is destabilized relative to theinsight into the conformational preference machinery and
equilibrium gauche conformer. In terms of the bond strengths, provide thought-provoking results on the role of Rydberg
the contracted angle of the prepared state represents awrbitals in NBO analysis. We emphasize that the approach
unfavorable geometry. Thus, in contrast to the behavior of taken in this study is the systematic deletion of interaction

AEexch there does not appear to be a link betwads cyis types (lone-paitf* hyperconjugations, steric repulsion, etc.)
and the CCC angular contraction on going to the trans and not the comparison of calculated relative magnitudes of
geometry. these interactions. In this sense, the deletion-caused inver-

Even though overall hyperconjugative interaction does not sions of the potential-curve landscape represent a kind of
appear to link to the CCC angle change between the G andtruth table and avoid quantitative pitfalls of NBO analySis.
T conformers, there does appear to be a link to the CCC Our deletion calculations provide convincing validation
angle. This is exposed in Figure 10 by comparison of the for the anti-C-H/C—F* hyperconjugative interaction provid-
expunged anti-€H/C—F* interaction and full Hamiltonian  ing the backbone for the gauche effect in FP. The cis orbital
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interaction is found to be much less important than in 1,2-  (6) Trindle, C.; Crum, P.; Douglass, K. Phys. Chem. 2003

difluoroethane. Thus, cis interactions, unlike in 1,2-difluo- 107, 6236-6242.

roethane, are not linked to the FP equilibrium conformer 63 (7) (a) Hayashi, M.; Fujitake, MJ. Mol. Struct.1986 146,

FCCC dihedral angle. 9—-24. (b) Guirgis, G. A.; Zhu, X.; Durig, J. Rstruct. Chem.
Geometry optimization predicts that~a2° expansion of 1999 10, 445-461.

the CCC angle is the major important skeletal change in the (g) Gaussian 98revision A.11.2: Frisch, M. J., Trucks, G. W.,

T — G reaction coordinate. A detailed analysis shows that Schlegel, H. B., Scuseria, G. E., Robb, M. A., Cheeseman,

both increased hyperconjugative attraction and decreased J. R., Zakrzewski, V. G., Montgomery, J. A., Jr., Stratmann,

exchange repulsion at the larger angle account for the angle R. E., Burant, J. C., Dapprich, S., Millam, J. M., Daniels,

opening. A. D., Kudin, K. N., Strain, M. C., Farkas, O., Tomasi, J.,
Finally, the results of Rydberg orbital deletion calculations, Barone, V., Cossi, M., Cammi, R., Mennucci, B., Pomelli,

while not altering any of our overall conclusions concerning C., Adamo, C., Clifford, S., Ochterski, J., Petersson, G. A.,

Ayala, P. Y., Cui, Q., Morokuma, K., Rega, N., Salvador,
P., Dannenberg, J. J., Malick, D. K., Rabuck, A. D.,
Raghavachari, K., Foresman, J. B., Cioslowski, J., Ortiz, J.
V., Baboul, A. G., Stefanov, B. B., Liu, G., Liashenko, A.,
Piskorz, P., Komaromi, I., Gomperts, R., Martin, R. L., Fox,

. . D. J,, Keith, T., Al-Laham, M. A., Peng, C. Y., Nanayakkara,
Acknowledgment. We thank Vojislava Pophristic, Paul A.. Challacombe, M. W., Gill, P. M.. Johnson, B., Chen,

R. Rablen, Frank Weinhold, and Kenneth B. Wiberg for W., Wong, M. W., Andres, J. L., Gonzalez, C., Head-Gordon,
many helpful comments on the manuscript. M., Replogle, E. S., Pople, J. A., Eds.; Gaussian, Inc.:
Pittsburgh, PA, 2001.

stereoelectronic interactions in FP, do not support the
supposition that Rydberg interactions can be ignored in NBO
analysis. We intend to pursue this aspect of Rydberg orbital
participation in a future study.
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Abstract: Recently, we formulated a fully analytical and variational implementation of a subset
of density functional theory using Gaussian basis sets to express orbital and the one-body
effective potential. The implementation, called the Slater-Roothaan (SR) method, is an extension
of Slater's Xoa. method, which allows arbitrary scaling of the exchange potential around each
type of atom in a heteroatomic system. The scaling parameter is Slater's exchange parameter,
o, which can be determined for each type of atom by choosing various criteria depending on
the nature of problem undertaken. Here, we determine these scaling parameters for atoms H
through CI by constraining some physical quantity obtained from the self-consistent solution of
the SR method to be equal to its exact value. Thus, the sets of a values that reproduce the
exact atomic energies have been determined for four different combinations of basis sets. A
similar set of o values that is independent of a basis set is obtained from numerical calculations.
These sets of a parameters are subsequently used in the SR method to compute atomization
energies of the G2 set of molecules. The mean absolute error in atomization energies is about
17 kcal/mol and is smaller than that of the Hartree—Fock theory (78 kcal/mol) and the local
density approximation (40 kcal/mol) but larger than that of a typical generalized gradient
approximation (~8 kcal/mol). A second set of a values is determined by matching the highest
occupied eigenvalue of the SR method to the negative of the first ionization potential. Finally,
the possibility of obtaining a values from the exact atomization energy of homonuclear diatomic
molecules is explored. We find that the molecular o values show much larger deviation than
what is observed for the atomic a values. The a values obtained for atoms in combination with
an analytic SR method allow elemental properties to be extrapolated to heterogeneous molecules.
In general, the sets of different a values might be useful for calculations of different properties
using the analytic and variational SR method.

The HohenbergKohn—Sham (HKS) formulation of density  in an attempt to reduce the computational complexity of the
functional theory is by far the choice for today’s electronic Hartree-Fock (HF) method. Unlike the HF method, this
structure calculatiof-* Prior to the HKS formulation of the ~ Xa method has an exchange potentiglthat is local and
density functional theory (DFT), Slater formulated its basis proportional to the one-third power of the electron density
p. It is given by
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Corresponding author address: Theoretical Chemistry Section, vl = — a§(§)1’3 V(T
Naval Research Laboratory, Washington, DC 20375-5345. X 2\
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where o is called Slater’s exchange parameter and was allow a fully analytic solution at this time. Analytic DFT, at
originally equal to one. Gapa® and Kohn-Shant obtained this stage, is restricted to Slater’s exchange-type functionals.
a similar expression on other rigorous grounds. They We have recently proposed an algorithm that permits fully
variationally minimized the total energy functional and analytic solutions and also allows for atom dependent values
determineda to be 2/3, in contrast to Slater's value. The of Slater's exchange parametefor heteroatomic systeni.
difference in the two values is rooted in the averaging processThis method, called the Slater-Roothaan (SR) method, is
employed in the simplification of the HF exchange potential. based on robust and variational fitting and requires four sets
Slater, taking a cue from Dirac’s earlier workyveraged the  of Gaussian bases. It can have the advantage of bl Th4t
exchange potential over the entire Fermi sphere of rddius molecules dissociate correctly as interatomic distances tend
= (37%0(F))*3, while in the Gapa and Kohn-Sham to infinity.34 Intuitively, it is natural to expect that when
procedure the value of the exchange potentidl &t k; () molecules dissociate the constituent atoms would lexaet
is used. It was suggested that thgparameter in Slater's  atomic energies at infinite separation. This important physical
method could be treated as an adjustable paramé&tee requirement is satisfied within the SR method.iparameters
set ofa parameters for atoms that make self-consistemt X that reproduce exact atomic energies are used in molecular
energy match the HF energy was determined by Schivarz. calculations, although one might want to use other sets of
Thea values he obtained typically range from 0.77 for light o’s for other molecular properties.
atoms to 0.69 for heavy atoms. He also noted that different  In this work, we report different sets of parameters that
atomic configurations lead to only slight changes in the  could be used in the SR method. The first such a set is
values, suggesting that theoxXnethod can also be applied determined by requiring that the self-consistent atomic SR
to the molecules or solids. Several other ways to determineatomic energy be equal to tleeactatomic energies. The
the oo parameters have been put foftt® values in this set will be hereatfter referred to as atomic alpha
Early implementations of the & method for molecules ~ values. We have recently used some of thealues from
with atom-dependem parameters emp|0yed the muffin tin this set to calculate theotal energies for the G2 s&tof
(MT) approximationt’-2! In this scheme, atoms or ions are Molecules and found that thesevalues give remarkably
enclosed by the atomic spheres in which the potential is 90od total energie¥. Here, we use them to compute the
approximated to be spherically symmetric, while, in the atomizatiorenergies for the G2 set of molecules and compare
interstitial region, the potential is constant. The effective one them with other models. Further, we also obtain two
body potential in the MT implementation is discontinuous additional sets ofx based on other criteria for possible use
at the surface of the MT sphere, and therefore the energyin the SR method. The second set of atomiwalues is
was mathematically undefined. This method, however, had determined to provide the negative of the eigenvalue of the
an advantage over all the other quantum-chemical methodshighest occupied molecular orbital (HOMQJowmo, that
which was that the molecules dissociated correctly. At matches with thexactvalue of the first ionization potential
infinite interatomic distances a sum of atomic energies could determined”~*>The third set ofx is determined to provide
be reproduced. When the MT model was discarded due tothe exactatomization energy for the selected homonuclear
difficulties in geometry optimization, a single value@{= diatomic molecules of the first and second rows of the
0.7) had to be chosen for all types of atotAghere are, periodic table. All calculations are repeated for four different
however, some attempts to obtain good thermochemistry Combinations of analytic Gaussian basis sets.

from the X calculations by correcting or improving the It is apparent that the analytic Slater-Roothaan method is
uniform o calculations in a secondary calculat#n2e empirical in nature as it uses adjustatlealues. It, however,

Electronic structure calculations using traditional quantum differs from the semiempiric&*> methods which use a
chemical methods such as the HF theory, and beyond, generMinimal basis set, or empiric&r® models which do not
ally employ basis sets to expand molecular orbitals. In these COMpPute electronic structure, and the minimal-basis tight
methods, calculations of matrix elements and other quantities?inding method® reported in the literature. It is a variant
of interests are analytic. On the other hand, almost all imple- Of density functional models that is also computationally very
mentations of density functional models, until recently, re- €fficient because itis fully analytic and requiresnumerical
quired use of numerical grids to compute contributions to INtégration. We have successfully used it for studying the
matrix elements from the exchange-correlation terms. Cook N€térogeneous systems such as boron and aluminum nitride
and co-worker& 3! successfully demonstrated fully analytic Nanotubes containing up to 200 atoth¥’ Furthermore, it
implementation of a density functional model. His variational &S0 Pprovides the flexibility of being tuned, through the
implementation used Gaussian basis sets to express moleculdfarameters, according to the need of the problem. The sets
orbitals, the one-body effective potentidland the uniform  Of & parameters reported in this work will be useful starting
o Xo exchange potentid 2 The advantages of analytic cal- pomts.ln this regard. In the follovylng section we o_utlme the
culations are obvious. The calculations are fast and accurate?nalytic SR method used in this work. In section 1, we
to machine precision (within the limitations of the model descrl_be compu?atlona! details which are followed by results
and basis set). Round-off error, which grows as the square2nd discussion in section III.
root of the number of points and other numerical problems
are eliminated? Consequently, smooth potential energy |. Theoretical Method
surfaces are obtainé8?° Unfortunately, modern sophisti- The total electronic energy in the DFT for &helectron
cated exchange-correlation functionals are too complex to system is a functional of electronic densjyand is given
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where C, = —(9/8)a(6/7)*3. Thus, using the four LCGO
basis sets (one for orbital expansion and three fitting basis
sets) the total energy is calculated analytically. The LCAO
orbital coefficients and the vectods e, andf are found by
(constrained if desired) variation.

where the first term contains the kinetic energy operator and  Slater-Roothaan Method. The expression for the total

the nuclear attractive potential due to thlenuclei

v: M Z)
2 ZW—Fw

The total electron density is expressed in terms of the Kohn
Sham orbitalsp; , as

f,=

@)

p(F) =py + p ®)
with

pa(?) = zni,a ?jo i,a(?) (4)

wheren; ; is the occupation number for thg, orbital. The

second term in eq 1 represents the classical Coulombic

interaction energy of electrons

=Bl 3f AP D (9)

This energy is approximated by expressing the charge density

as a fit to a set of Gaussian functions

p(T) ~ p(F) = dG(T) (6)

I
where p(r) is the fitted density and) is the expansion
coefficient of the charge density Gaussian basis fund&ion
The elimination of the first-order error in the total energy
due to the fit leads 6

Eee= ZB“PD_ ol|pJ (7)

The expansion coefficien{sl} are determined by variation-
ally minimizing this energy with respect #d}. The last
term Ey in eq 1 is the exchange energy

Edeuel = —gol3) "/ &Mloi0) + 6150 (@)

The form of above functional allows analytic calculations

electronic energy in the Slater-Roothaan method has the
following form:33

B =% < ¢l fild > +20pl o0 BllpT+
I
4 2 1
> [é@o 0,0~ 5, 0% 00 T, @2’304 (12)
o=T}

Here, the partitioned 3/4 power of the exchange energy
density

9,(T) = C,> a(i) aj) Dji(T) (13)

]
whereC, = C,/a and Dﬁj’(?') is the diagonal part of the spin
density matrix, and the function

afi) = o (14)

contains they;, thea in the Xa, for the atom on which the
atomic orbitali is centered.

II. Computational Details

The o values are calculated for the atoms that occur in a
standard set of (Becke®)56 molecules. These atoms are
H, Be through F, and Na through Cl. Magnesium and
aluminum atoms do not occur in the Becke’s set but have
been included in the present work. The set of 56 molecules
actually consist of 54 molecules with two molecules in two
different electronic states. The SR method requires four basis
sets, of which one is the orbital basis. The remaining three
basis sets are required for fitting of the KehBham potential
(see ref 33 for more details). For the orbital basis sets, our
choices are the triplé-(TZ) 6-311G** basi§>* and the
DGaus¥ valence doublé: (DZ) basis séf called DZVP2.
The most reliable and thus bestype fitting bases are those
that are scaled from thspart of the orbital basi&. The
scaling factors are two for the density, (2/3) f8f° and (4/

3) for p?2. These scaled bases are used fosdlpe fitting
bases. A complete package of basis sets has been opfifnized
for use with DGaus®&’ In addition to the valence double-
orbital basis, called DGDZVP2 herein, we use fitepart

with the Gaussian basis to be performed. For this purpose®f the (‘1,'3;4'3) for Be-F (A2) charge density fitting basis.
the one-third and two-third powers of the electron density Ahlrichs’ group has generated a RI-J basis for fitting the

are also expanded in Gaussian basis sets

P ()~ " = eE(T)

)

P (1) ~ o™ = S fF(T) (10)

Here, {E} and {F} are independent Gaussian basis

functions, whilee and f; are expansion coefficients. The
exchange energy is then given?by!>3

4

E.=C, éljbf)l/slj— %mlB B3 5234 %@2/3 pz/sq] (11)

charge density of a valence tripleerbital basis set used in
the TURBOMOLE progrant® These fitting bases are used

in combination with the 6-311G** and DGDZVP?2 basis sets.
The o are obtained for the different combination of above
basis sets. The molecule geometries were optimized using
the Broyden-Fletcher-Goldfarb—Shanno (BFGS) algo-
rithm.89-64 Forces on ions are rapidly computed nonrecur-
sively using the 4-j generalized Gaunt coefficieft% The
calculations are spin-polarized for open-shell systems.

[ll. Results and Discussion
The optimala values that give the exact atomic energies
can be obtained by the NewteiRaphson procedure that
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Table 1. Optimal o Values for the Different Basis Sets Table 2. Optimal o Values for the Different Basis Sets for
that Yield the Exact Atomic Energies in the Highest Which the Eigenvalue of the Highest Occupied Molecular
Symmetry for Which the Solutions Have Integral Orbital Is Exactly Equal to the Exact lonization Potential
Occupation Numbers? (IP)a

basis| basis |l basislll basis IV numerical E (au) basis | basis II basis Il basis IV IPs8
H 0.77739 0.77739 0.78124 0.78124 0.77679 —0.500 H 1.1901 1.1901 1.1877 1.1877 13.60
Li  0.79169 0.79169 0.79211 0.79211 0.79118 —7.478 Li 1.1246 1.1246 1.1152 1.1152 5.39
Be 0.79574 0.79574 0.79614 0.79614 0.79526 —14.667 Be 1.2749 1.2749 1.2581 1.2581 9.32

B 0.78675 0.78668 0.78684 0.78677 0.78744  —24.654 B 1.1227 1.1220 1.0993 1.0989 8.30
C 0.77677 0.77672 0.77670 0.77665 0.77657  —37.845 C 1.1006 1.1000 1.0775 1.0770 11.26
N 0.76747 0.76747 0.76726 0.76726 0.76654  —54.590 N 1.0832 1.0832 1.0629 1.0629 14.52
O 0.76500 0.76495 0.76454 0.76448 0.76454  —75.067 (0] 1.2360 1.2345 1.1958 1.1946 13.61
F 0.76066 0.76067 0.76002 0.76001 0.75954  —99.731 F 1.1696 1.1694 1.1501 1.1498 17.42

Na 0.75204 0.75204 0.75287 0.75287 0.75110 -—162.260 Na 1.1181 1.1181 1.1221 1.1221 5.14
Mg 0.74994 0.74994 0.75120 0.75120 0.74942 —200.060 Mg 1.2256 1.2256 1.2311 1.2311 7.64
Al 0.74822 0.74819 0.74872 0.74869 0.74797 —242.370 Al 1.1113 1.1112 1.1074 1.1067 5.98
Si 0.74539 0.74540 0.74600 0.74602 0.74521 —289.370 Si 1.0864 1.0836 1.0875 1.0844 8.15
P 0.74324 0.74324 0.74397 0.74397 0.74309 —341.270 P 1.0501 1.0501 1.0662 1.0662 10.49
S 0.74262 0.74260 0.74352 0.74350 0.74270 —398.140 S 1.1543 1.1562 1.1759 1.1770 10.35
Cl 0.74197 0.74196 0.74273 0.74272 0.74183 —460.200 Cl 1.1211 1.1218 1.1344 1.1347 12.96
2 The numerical values are for the spherically symmetric atoms 2 The experimental values of the first ionization potentials (in eV)
and are obtained by the numerical atomic structure code. The exact are also included in the last column. The basis sets are |: 6-311G**/
atomic energies given in the last column are from ref 67. The basis RI-J, II: 6-311G**/A2, lll: DGDZVP2/RI-J, and IV: DGDZVP2/A2.

sets are I: 6-311G**/RI-J, II: 6-311G**/A2, lll: DGDZVP2/RI-J, and

V- DGDZVP2/A2. The atomica values can also be determined by different

criteria. In the KS DFT it has been argued that the negative

finds zeros of the functiofi(a)) = ESR(a) — Eeyar= 0, Where of the eigenvalue of the highest occupied orbitak.xequals

E and Eeyact are the self-consistentdX(SR) and theexact the first ionization potential’ 42 Although such an inter-
total energies, respectively. Finding zero of this function pretation of the—emaxis not yet settled, it gives us another
requires frequent calculation of this function and its deriva- Way to determine set ok parameters. Such a such set of
tive. Determination of the derivativé, (), is straightfor- o’'s might be useful in future for calculations of polarizability
ward. Only the exchange term in the energy functid®{o) or optical spectra. These values are given in Table 2 for
depends explicitly on thex parameter. The derivative the four combinations of basis set. All the values presented
obtained as the exchange-energy divided byotiparameter ~ are larger than those obtained from the total energy matching
provides sufficiently accurate approximation to the actual criteria. This is not surprising as theemax for the local
derivative. The LCAO fits depend weakly on. The  density type ¢ = 2/3) functionals typically underestimate
Newton—Raphson procedure was implemented using PERL the ionization potential by as much as-380%. It is known
scripts, and the energy and its derivative with respect to that this occurs due to the incorrect asymptotic behavior of
were obtained from the FORTRAN90 SR code. The sets of the effective potential. The asymptotic behavior of the
a values obtained using this procedure are given in Table 1. effective potential is governed by the exchange potential. In
It is evident from the table that the choice of fitting basis the present X method, the exchange potential decays
does not significantly affect the values. Thex values do  exponentially in the asymptotic region, due to which the
show some dependence on the orbital basis set. Howeveryalence electrons experience shallower long-range potential
the changes in alpha values are small with dhealues for than they otherwise should. In the present work, we, however,
the 6-311G** basis set being consistently smaller than thosetreato as purely a fitting parameter to get the rightas

for the DGDZVP2 basis set for the same fitting basis set. Thesea values do not decrease left to right across the
For the same choice of fitting basis sets, the 6-311G** orbital periodic table and are rather close to Slater's valuet.of
basis set will give lower energy than the DGDZVP2 basis. The removal of self-interaction of an electron also leads to
Therefore, thex values for the DGDZVP2 basis should be @ better asymptotic descripti6h.We think that the self-
larger than the 6-311G** basis to provide the more negative interaction correction can also be implemented in the present
(or binding) potential required to give the energy equal to analytic SR method. Orbital densities are non-negative.
the exactenergy. Except for H, which has no correlation ~ Finally, we explore the possibility of obtaining exact
energy, these values are larger than the reported HF values atomization energy (AE) within the present SR method, for
which is expected as these values are obtained for the exacgelected diatomic molecules. For this purpose we use the
energy (bounded from above by the HF energy). TheeHF ~Newton—Raphson procedure to obtain the zero of the
values show systematic monotonic decrease with the atomicfollowing function: f(e) = Eng () — 2E5a.{a) — AE = 0.
number!® The currentx values show overall decrease with Here, ES¢, is the self-consistent total energy of the opti-
the atomic number except for peaks at Li and Be. The peakmized molecules for a givem, and Eoy, is the self-

at Li is caused by the fact that H has no correlation energy, consistent total atomic energy for a given alpha. The bond
while the peak for Be is caused by electron pairing and length of the molecule is optimized during each Newton
correlation in the outer orbital. Raphson step. These calculations were performed using
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Table 3. Optimal o Values for the Selected Homonuclear
Dimers that Yield the Exact Atomization Energies for the
6-311G**/RI-J Basis Set?

J. Chem. Theory Comput., Vol. 1, No. 6, 2008.97

Table 4. Atomization Energies Dy (kcal/mol) for the 56
Set of Molecules Calculated Using the Two Sets of a
Values Given in Table 1 for the Two Basis Sets that

a Do (kcal/mol) Re present Re expt™ Reproduce the Exact Atomic Energies?

H, 1.39172 1035 0.59 0.74 basis | basis Il exact
Li 1.45747 —24.0 2.12 2.67 H, 85.1 87.3 110.0
Be,  0.56596 —2.4 2.82 2.46 LiH 38.1 338 57.7
C, 0.81530 —148.7 1.21 1.24 BeH 58.2 327 49.6
N 0.88901 —225.1 1.04 1.10 CH 67.0 68.2 83.7
0, 0.42790 —-118.0 1.36 1.21 CH2(*By) 195.3 197.0 189.8
Fa 0.29685 —36.9 1.67 1.41 CHa(*Ay) 158.1 161.4 180.5
Na 1.61278 -16.6 2.27 3.08 CHs 299.2 302.4 306.4
Si, 0.78366 —-74.0 2.10 2.24 CH, 407.3 411.8 419.1
P, 1.43361 -116.1 1.58 1.89 NH 67.1 68.8 83.4
Sz 0.64867 —100.7 1.96 1.89 NH; 157.1 161.5 181.5
Cly 0.66335 -57.2 2.06 1.99 NH, 2718 278.4 297.3
aThe exact bond lengths (in A) are also included in the last column. S"(‘) 2222 ;ggg ;ggi

2 . . .
PERL scripts, and the calculated setofalues is presented HF 1448 1484 140.7
in Table 3. These values show a large variation as a function t:zF 14?'3 13‘2'2 ég'g
of the atqmic number. The general trend is thatqhzalues oty 422:8 414:2 405:3
for the dimers of atom on the left of the periodic table are CoHa 571.6 573.5 562.4
larger than 1.0 and smaller than 1.0 for the atoms on the 711.7 718.1 710.7
right. For the exact values of the atomization energies the ¢ 1905 1814 179.0
bond lengths of these dimers show the general trend that HcN 317.7 307.8 316.3
the atoms on the left side of the periodic table are larger co 283.2 270.5 259.2
and those on the right are smaller. The exception are the HCO 307.4 301.4 278.3
Be, and N dimers, perhaps due to their weak and very strong  H2CO (formaldehyde) 394.4 391.2 3734
bonding, respectively. Another noteworthy observation is that ~ H:COH 521.9 527.0 511.6
these dimers with exception of Bere still bound for N. 215.0 203.6 2285
vanishingly small value ofo. This is interesting as no N.H 413.6 424.9 431.8
: . NO 163.2 155.3 152.9
molecules are bound in the Thomas-Fermi mdflilseems o, 1575 154.0 1204
the bonding therefore occurs due to the exact treatment of H,0, 283.3 289.0 268.6
kinetic energy in the presentaXmethod. Here, it should be F, 66.5 68.3 385
noted that the 6-311G** basis sets used in this work may co, 456.5 437.9 388.9
not provide a satisfactory description for very smaitalues SiH(A) 125.4 128.0 151.4
as the electrons then will experience a very shallow potential ~ SiH,(3B:) 121.2 122.6 130.7
and will be rather delocalized leading thereby to the artifacts  SiHs 194.7 196.3 226.7
like positive eigenvalues for the outermost electrons. For this ~ SiHa 281.7 284.1 3214
reason then for the R, dimer should be used cautiously. ~ PH2 126.1 130.4 152.8
Further, these values when viewed relative to the Kohn PHs 2034 210.0 242.0
Sham’s value of 2/3 provide some hints on how the HaS 163.6 169.3 182.3
. : HCl 101.4 102.5 106.2
corrections to the KohaSham exchange should energetically Na, 4.9 5o 168
contribute for an accurate determination of atomization Si, 720 722 747
energies. The molecules with molecutavalues larger than P, 04.1 945 117.2
the Kohn-Sham value of 2/3 will be underbound in the S, 110.2 111.7 1016
exchange only KS scheme and those witlower will be cly 64.4 65.9 57.9
overbound. Any universal correction to the KS exchange NacCl 88.8 90.6 97.8
functional should be such that it simultaneously reduces SiO 199.0 198.5 191.2
overbinding in some molecules and underbinding in others. CS 179.2 178.4 1712
The atomization energies for the set of 54 molecules in i% 1‘71;'2 lg;'i 122';
56 of the electronic states are presented in Table 4. These CIF 80:5 85:7 61:4
are calculated by the SR (EA) method using the settof SioHe 475.4 480.3 529.5
values given in Table 1. The calculations are performed for ¢y 4005 404.8 393.6
the two sets of basis sets. These molecules in the dissociation H,csH 467.8 475.8 4727
limit will give the exactatomized energies. It is evident from HOCI 174.5 182.1 164.3
Table 4 that the ¥ underbinds some molecules, while it SO, 281.4 286.4 258.5

overbinds others. This trend is in contrast with the local

2 The two basis sets are I: 6311G**/RI1J, Il DZVP2/A2. The last

density approximation and the HF theory. The former column contains the exact values.
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Table 5. Mean and Mean Absolute Error (kcal/mol) in the
Calculated Atomization Energy of 56 Molecules (Cf. Table

4) Relative to Their Experimental Values for Different Basis
Sets?

Zope and Dunlap

As mentioned earlier the differences in the Slater and the
Gaspa—Kohn—Sham value of are the result of a different
averaging process employed in the derivation of exchange
potential. This suggests the possibility that differentalues

SR(EA) SR(EA) SR(HF) SR(HF) for the description of the core (say;) and valence d,)
oB FB  mean  absolute mean  absolute electrons may provide a better description of the exchange
6-311G*  RI-J -1.9 17.3 -5.1 16.4 correlations. The additional parameter in this case will pro-
DGDZVP2 A2 -1.6 16.2 —4.8 16.1 vide greater flexibility in the fitting procedure. Alternatively,

the Xa exchange functional can be augmented with suitable
functional forms that allows the analytic solution of the
problem. The local functional form by Liu and co-workers
that consists of the sum of 0, 1, 1/3, and 2/3 powers of
electron density and originates from the adiabatic connection

A similar trend has been found when the HF valuesxof formulation appears to be particqlarly suitable 'fo.r' 'this
are used?® In general, the error in atomization energy is purpose’*™>We are currently exploring these possibilities.

smaller when the molecules consist of atoms on the opposite 10 Summarize three sets ofvalues are obtained on the
sides of the periodic table, for example, HCl;34 NaCl, different criteria for the use in the analytic SR method. The
HO, etc. The best agreement is observed for the With first set of o values is determined by equating the self-
the DGDZVP2 basis and OH with all basis. The mean and Consistent total energy of atoms to the “exact” atomic energy.
mean absolute errors in the atomization energies of thesel WO other sets are determined using different constraints such
molecules calculated with respect to their experimental values@s €quating the negative of the eigenvalue of the highest
is given in Table 5. These errors are somewhat larger thanoccupied orbital to the first ionization potential and repro-
those obtained when the HEvalues are used. We note here duction of exact atomization energies for the diatomic
that the HF values oft, ayr, are those that when used in molecules. The examination of the performance of the SR
the Xo. model reproduce the HF exchange energies for atoms.method for the atomization energies of 56 molecules with
Thea values obtained from the,.matching criteria can  the first set ofa values gives the mean absolute error to be
be used to obtain the first ionization energy of a molecule about 17 kcal/mol. This value is far larger than the generally
from its highest occupied eigenvalue. Here, we demonstrateaccepted chemical accuracy of 2 kcal/mol. The tabulation
their use for calculations of the first ionization potential of Of the MAE for the G2 set and extended G2 set for more

N, and CO molecules. For the;Nnolecule, using thex sophisticated functionals is given in ref 77. The MAE is
values from Table 2 for basis sets-IV, the ionization within 4—9 eV for the parametrizations at the level of the
potential is 15.38, 15.34, 15.40, and 15.20 eV, respectively. generalized-gradient approximation (GGA)?* The meta-
These values are in good agreement with the experimentalGGA® or hybrid GGA functional¥# perform even better
value of 15.58 eV! For the CO molecule, the ionization With MAE of about 3 eV. The MAE is 3740 kcal/mol for
potential is 14.83, 14.83, 14.53, and 14.53 eV for the basis the local spin density approximatiéf.The SR method’s
sets HIV. These values are also in very good agreement performance is intermediate between the local spin density
with CO’s experimental ionization energy (14.01 €¥)Ve approximation and the GGA. We note that we have not
expect that the use of thesevalues gives better eigenspectra, optimized the method to give an accurate estimate of any
which could be used in the polarizability calculations by the particular property. Thex parameters could be chosen to
sum over states methd® The atomic or HartreeFock o minimize the MAE in atomization energies such as the other
values could be used to optimize the geometry of a molecule density functional models, including the GGA, do. Such an
and then to calculate the matrix elements required in the sumoptimization process would necessarily lower the error in
over states expression. The eigenvalues required in the sunTable 5. Our goal in this work is to examine simple schemes
over states method can be obtained by performing one morefor extrapolating elemental properties to heterogeneous
self-consistent calculation using thevalues from Table 2. molecules, without any additional massaging of the results.
The use of the improved eigenspectrum in the sum over stateg-or example, the set af values from Table 1 can be used
method has been found to give good estimates of polariz-to extrapolate atomic energies to molecular energies by the
ability.”® Calculations for the set of 54 molecules using SR method. Indeed, such an extrapolation gives remarkably
moleculara values (cf. Table 3) are not performed because accurate total energies (see Table 6), that are comparable to
the SR method as implemented ridwannot handle a wide  or better than those obtained by some popular, sophisticated
variation in the moleculam values. Moreover for the reasons pure and hybrid density functional modét8y construction,
mentioned earlier theset. values (particularly for the  using thea values of this table, the MAE in total energies
molecules containin) necessitate bigger orbital basis sets. is the same as that in atomization energy. This is in contrast
The trend in the bond lengths in Table 3 suggests that for to many popular density functional models which seem to
these dimers better values of may be obtained by give better atomization energies due to cancellations of errors
minimizing the deviation of both the dissociation energy and in total energies of atoms and molecules. Also, the SR
the bond length, from their experimental values. There are method is unique in that molecules dissociate correctly in
several other possibilities for determinationcofvhich may the separated atom limit. It is therefore not unreasonable to
be useful in improving the performance of the SR method. usea values adjusted for atoms. The present work shows

2The SR (EA) are present calculations, while SR (HF) are SR
calculation with oe values. The SR (HF) results are from ref 33. The
mean absolute error for the standard Hartree—Fock theory and the
local density approximation is 78 and 40 kcal/mol,5484 respectively.
Abbreviations: OB, orbital basis; FB, fitting basis (pdfg-type).

uniformly overbinds, while the latter uniformly underbinds.
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Table 6. Mean Absolute Error (MAE) in Calculated Total
Energies of G2 Set of 56 Molecules for Different Models?

model MAE
M1 17.3
M2 16.2
LDA 532
PBE-GGA 101
B3LYP-hybrid GGA 15

2The errors are in kcal/mol and are at optimized geometries in
the respective model. M1: SR(EA)/6-311G**/RI-J, M2: SR(EA)/
DGDZVP2/A2, LDA: local density approximation (see ref 36 for more
details).

that fitting perhaps any molecular property can be done

quantum mechanically through density functional theory. If

the calculations are analytic and variational, then small basis

J. Chem. Theory Comput., Vol. 1, No. 6, 20058.99
(13) Wood, J. Hint. J. Quan. Cheml197Q 3§ 747. Wilson, T.
M.; Wood, J. H.; Slater, J. @®hys. Re. A 197Q 2, 620.
(14) Berrondo, M.; Goscinski, GPhys. Re. 1969 184, 10.

(15) Gopinathan, M. S.; Whitehead, M. A.; BogdanovicFRys.
Rev. A 1976 14, 1.

(16) Olevano, V.; Onida, G.; Del Sole, Rhys. Re. B 200Q
61, 1912.

(17) Slater, J. C.; Johnson, K. IRhys. Re. B 1972 5, 844.
(18) Rtsch, N.; Rhodin, T. NPhys. Re. Lett. 1974 32, 1189.

(19) Connolly, J. W. D. IrModern Theoretical Chemistregal,
G. A, Ed.; Plenum: New York, 1977; Vol. 7, p 105. Danese,
J. B.; Connolly, J. W. DJ. Chem. Physl974 61, 3063.

(20) Fischer, T. E.; Kelemen, S. R.; Wang, K. P.; Johnson, K. H.
Phys. Re. B 1979 20, 3124.

sets can be used to generate unique, stable, and reliable(21) Messmer, R. P.; Lamson, S. H.; Salahub, DPRys. Re.

energies using minimal computer time. Thus one can

B 1982 25, 3576.

envision embedding quantum-mechanical calculations, with 55) gaerends, E. J.; Ellis, D. E.; Ros, ®hem. Phys1973 2,

full geometry optimization where appropriate, to optimize

very sophisticated quantum-mechanical calculations of mo-
lecular properties over the G2 and larger sets of molecules

using PERL scripts to control the optimization on a single

processor or to farm out independent suboptimizations on

multiple processors. Our toolbox of functionals that can be
treated analytically contains mdpethan the cube-root

41.

(23) Flisza, S.; Desmarais, N.; Comeau, M. Mol. Struct.
(THEOCHEM)1991, 251, 83.

(24) Vauthier, E.; Blain, M.; Odiot, S.; Barone, V.; Comeau, M.;
Flisza, S.J. Mol. Struct. (THEOCHEM1995 340, 63.

(25) Vauthier, E.; Odiot, S.; Blain, M.; Fli$zaS.J. Mol. Struct.
(THEOCHEM)1998 423 195.

functional used in this work. Thus one can expect that as
more experience is gained in analytic DFT we can better
approximate the best exchange and correlation functionals

(26) Vauthier, E. C.; CossBarbi, A.; Blain, M.; FlisZa, S. J.
Mol. Struct. (THEOCHEM)L999 492, 113.

that currently require limited-precision numerical integration.
The process of driving MAEs lower and lower through better

and better analytic functionals need never end, short of

perfect agreement.
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Abstract: The effects of peripheral, multiple —F as well as —C,Fs substituents, on the electronic
structure and properties of unligated and ligated metal phthalocyanines, PcM, PcM(acetone);
(M = Fe, Co, Zn), PczZn(Cl), and PczZn(CI~), have been investigated using a DFT method. The
calculations provide a clear explanation for the changes in the ground state, molecular orbital
(MO) energy levels, ionization potentials (IP), electron affinities (EA), charge distribution on the
metal (Qm), axial binding energies, and in electronic spectra. While the strongly electron-
withdrawing —C,Fs groups on the Pc ring change the ground state of PcFe, they do not influence
the ground state of PcCo. The IP is increased by ~1.3 eV from HisPcM to FigPcM and by
another ~1.1 eV from F1sPcM to F4gPcM. A similar increase in the EA is also found on going
from HigPcM to F4gPcM. Substitution by the —C,Fs groups also considerably increases the
binding strength between PcM and the electron-donating axial ligand(s). Numerous changes in
chemical and physical properties observed for the FgsPcM compounds can be accounted for by
the calculated results.

1. Introduction sensitizerd,gas sensorslow-dimensional metal&glectro-
Metal phthalocyanines (PcMs), with their planar square chromism?Langmuir-Blodgett (LB) films? liquid crystals’
structure, are interesting molecules that have been studied@nd nonlinear optic¥,

extensively in the literature. (Pc is used here to refer to any Consequently, a great deal of effort has been expended to
phthalocyanine, regardless of substituents.) They provide adevelop new phthalocyanine materials that display certain
versatile chemical system: almost every metal in the periodic characteristics useful for the particular application. It has been
table can combine with the Pc ring, and most of these shown that the properties of phthalocyanines can be ef-
compounds are very stable. The diversity of phthalocyanines,fectively modulated with different substituents on the
together with their high thermal and chemical stability, has periphery of the macrocycle. A useful methodology is the
made them suitable for many technological applications suchreplacement of the hydrogens (Hs) of Pc with halogens (Xs),
as dyes, pigments, semiconductbrenergy conversion  which can greatly increase the catalytic activity and stability
(photovoltaic and solar cell8)electrophotograph§ photo- of PcMs!%12 However, halogenated PcMs have the disad-
vantage of poor solubility, which impedes many new
applications of the materials. Recently, several novel octakis-

* Corresponding author e-mail: scheiner@cc.usu.edu.

t Jackson State University. (perfluoroi-CsF)(perfluoro)-PcM compounds £fPcM) (M
*New Jersey Institute of Technology. = Zn, Co, Fe) have been synthesized and characterized by
8 Utah State University. one of ust® 1 where the aromatic X-atoms of halogenated

10.1021/ct050105y CCC: $30.25 © 2005 American Chemical Society
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Figure 1. Molecular structures of metal phthalocyanine (HisPcM) and its fluorosubstituted derivatives.

PcM (X16PcM) are partially replaced by perfluoro isopropyl  of a [HigPcZn]™ species? (4) Axial ligation to R4PcZn is
(i-CsF7) groups (R). These R groups are much more favored relative to kPcZn; the X-ray structure of the former
electronegative than the F atoms and were shown to increaseomplex reveals the formation ofsfPcZn(Ace)} (Ace =
the solubility of the compounds and also promote novel acetone), but #PcZn as well as PcZn do not retain
catalytic oxidations while resisting self-oxidatiéh. solvent when crystallizet. Anionic ligands such as CJ
In a recent papé¥, density functional theory (DFT)  coordinate even more strongly. Thus, electrospray ionization
calculations were carried out to investigate the electronic mass spectrometry data for a DMF solution ofH€Zn
structure and properties of unligated and ligategPEFe indicated the existence otfPczZn(Cl) and EPczZn(Cl).53
complexes. One important observation was the change of The main goals of the present report are to examine the
the ground state of Mecaused by the strongly electron- effects of F and R-substituents on various properties that
withdrawing peripheral substituents at the Pc ring. To shed include electronic structure, oxidation/reduction properties,
more light on the effects of thefRubstituents, the previous ionization potentials, electron affinities, etc. This work
theoretical study is extended in this report to include systems extends previous semiempirical ZINDO and MOPAC cal-
where M, Co, or Zn is four-, five-, or six-coordinated. culations on EPczZn}® which were aimed mainly at inter-
FesPcZn has been studied in detail using single-crystal pretation of the absorption spectra of the metal complexes.
X-ray diffraction, optical and photoacoustic spectroscopy, The axial bonding properties of acetone, Cl, or @ the
and cyclic voltammetry, and it exhibits a number of mMmetal complexes are also examined. For comparison among
interesting properties. (1) The ultraviotetisible (UV—vis) the different metals, the results of iron phthalocyanines are
spectra of gPczZn differ significantly from those of the  also reported here.
parent, unsubstituted gPcZn specie$? indicating that the
electron-withdrawing property of the peripheral substituents 2. Computational Details
affects the ringz molecular orbitals (MOs) to differing  The molecular structure of the parent metal phthalocyanine
extents. (2) There are large shifts in the ring redox (oxidation H;6PcM is illustrated in Figure la and that of (perfluoro
and reduction) potentials on going fromgAcZn to k4PcZn, i-CsF7)-(perfluoro)phthalocyanine,gfPcM, is in Figure 1d.
and the increase in oxidation potentials provides extra For computational convenience, the isopropyCsF; sub-
stability toward oxidative destruction for the-Bubstituted stituent was modeled by ethylC,Fs. The use of the smaller
phthalocyaniné? (3) It is difficult to photochemically oxidize ~ F4gPcM (Figure 1c) as an accurate electronic mimic of the
Fs4PcZn, in stark contrast with the behavior ofgHcZn, for larger sPcM was demonstrated in our previous calcula-
which the photooxidation reaction results in the formation tions!” This simplification is also supported by earlier
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semiempirical ZINDO calculation’$,which show that the
spectrum predicted forgPcZn is almost identical to that
of FesPcZn. For the sake of comparison and completion, the
parent perfluorinated metal phthalocyaninegsPEM (Figure
1b), have also been considered here.

All calculations were carried out using the Amsterdam
Density Functional (ADF) program package (version 2000.02)
developed by Baerends and co-work€rst A triple-¢ STO
basis was used for the metal-3%4s shells plus one 4p
polarization function, a triplé-basis for C/N/O 2s2p and
Cl 3s—3p shells plus one 3d polarization function, a double-
basis for F 2s5-2p shells, and a doublgbasis for the H 1s
shell. It has been shown that high-quality basis sets (tdple-
plus one polarization function) are required for the atoms
within the macrocycle ring of the phthalocyanine in order
to obtain the correct ground states ofigPicFe and its
derivatives?? The inner orbitals, i.e., 22p for Fe/Cl and
1s for C/N/O/F, were considered as core and kept frozen
according to the frozen-core approximati§nrAmong the

various exchange-correlation potentials available, the density-

parametrization form of Vosko, Wilk, and Nusair (VWAR)
plus Becke's gradient correction for exchange?Bind
Perdew’s gradient correction for correlation {Pwere
employed. The combined VWN-B-P functional has been
shown to provide accurate bonding energies for both main-
group® and transition metal systems. Relativistic correc-
tions of the valence electrons were calculated by the quasi-
relativistic (QR) method® For the open-shell states, the
unrestricted KoharSham (UKS) spin-density functional
approach was adopted.

Electron excitation energies related to the electronic
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Table 1. Calculated Relative Energies (E, eV) for
Selected Configurations in H;ePcM, FigPcM, and FssPcM
(M = Fe, Co)

configuration? E (R)?
bzg/ alg/ 1eg/
dy dz d, state HisPcM FisPcM FagPcM
M = Fec
22 2 3Ay 0(1.916)  0(1.918) 0(1.919)
2 1 3 3E5(A) 0.05(1.923) 0.01(1.922) —0.04 (1.921)
1 1 4 3By  0.08(1.921) 0.05(1.919) —0.06 (1.917)
1 2 3 S8Eg(B) 0.52(1.910) 0.52(1.911) 0.45(1.910)
2 0 4 Ay 1.43(1.935) 1.37(1.934) 1.28(1.933)
M= Co
2 1 4 2y 0(1.922)  0(1.924) 0(1.931)
2 2 3 2  021(1.909) 0.24(1.911) 0.28 (1.916)
1 2 4 2By 0095(1.901) 0.94(1.904) 0.88 (1.904)

a Qrbital energy levels illustrated in Figure 2. ? Values in paren-
theses refer to optimized M—N(Pc) bond length (in A) for the pertinent
state. ¢ The calculated E's and R's with the present version ADF
program (2000.02) may be slightly different from those obtained with
the older version ADF (2.0.1), ref 17, but the trends of the results are
not changed.

= Fe, Co) were calculated, wherein geometry optimization
was performed separately for each state considered. These
energies are reported in Table 1, along with the optimized
M—N bond lengths.

Table 2 displays the gross populations of M 3d, 4s, and
4p orbitals (in the ground state), along with the metal's
Mulliken atomic charge. Table 3 lists the calculated-Ric
binding energiesHying), ionization potentials (IP) for several
outer MOs, and the electron affinities (EAing is defined

absorption spectra were calculated using the time-dependen@s the energy required to pull the metal apart from the Pc

density functional response theory (TDDFThs imple-
mented in the ADF program. TDDFT provides a first-
principles method for the calculation of excitation energies
and presents an excellent alternative to the conventional
highly correlated configuration interactions (Cl) method.
Applications of TDDFT to excitation energy calculations can
be found in recent work23!

3. Results and Discussion

Unsubstituted transition-metal;fPcMs have been shown
to have square plan&, symmetry3° X-ray crystal structure
datd® 16 indicate that the Pc ring in substitute@sFcM is
quite planar, and this ring planarity is maintained in the solid

ring
~Eping= E(PcM) — {E(M) + E(Pc)}

whereE(PcM), E(M), andE(Pc) represent the total energies
of the indicated species. (The geometries of PcM and Pc
are independently optimized.) The IPs and EAs were
calculated by the so-calleNSCF method which carries out
separate SCF (self-consistent field) calculations for the
neutral molecule and its ion, where BEA E(X™) — E(X).
The computed relative energies of selected configurations
of the ligated iron phthalocyanines are contained in Table
4, and their properties are presented in Table 5.

The electronic structure of fsPcFe has been the subject

state even in the presence of axial acetone ligands. Theof several experimental studi&s36 A 3B,4 ground state was

solution UV—vis spectré? ¢33 are also consistent with,
symmetry. The invariability of the MN chromophore
geometry upon substitution of the peripheral H-atoms by
i-CgF; groups strongly suggests that the geometry will not
change for steric reasons when tHesF; groups are replaced
by less bulky groups in gPcM and RsPcM. This argument

is indeed supported by calculatiolsPlacing the molecule

in the xy plane, the five metal 3d-orbitals transform ag a
(d2), brg (), brg (), and @ (d, i.€., d, and ). For

Fe' and Cd, different occupations of electrons in these
d-orbitals may yield a number of possible low-lying states.

originally suggested for |PcFe on the basis of magnetic
work,2® but later magnetic circular dichroism spectra have
shown that the ground state is in f&#t,,.3 Our previous
calculation& support the latter assignment. In a recent paper
of ours!’” we further calculated PcFe, BsPcFe, and their
complexes with two axial ligands L (l= Ace, HO,
pyridine). It is shown that the electronic configuration of
each ligated PcFe is determined mainly by the axial ligand-
field strength but can also be affected by peripheral substit-
uents. Figure 2 illustrates the changes of the electronic
structure from HsPcFe to ksPcFe to ksPcFe. A detailed

To determine the ground state, relative energies of severaldiscussion of the results for the irephthalocyanine com-

selected configurations injgPcM, RgPcM, and ksPcM (M

plexes is reported in ref 1%.
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Table 2. Mulliken Orbital Populations and Atomic Charges on Metal (Qw)
HisPcFe FisPcFe FsgPcFe HisPcCo F1sPcCo FsgPcCo HisPczZn FisPcZn FsgPczZn
3d 6.58 6.58 6.58 7.60 7.60 7.60 10.00 10.00 10.00
4s 0.42 0.38 0.27 0.32 0.28 0.27 0.55 0.53 0.53
4p 0.25 0.25 0.26 0.42 0.42 0.42 0.82 0.81 0.80
Qm 0.75 0.80 0.88 0.65 0.70 0.70 0.63 0.67 0.67

Table 3. Calculated M—N Bond Lengths (Ry-n), M—Pc
Binding Energies (Eping), lonization Potentials (IP), and
Electron Affinities (EA) in the Ground State of the Systems

HigPcM F16PcM FagPcM@
M =Fe
Ree-n, A 1.916 1.918 1.917
Ebing, €V 9.77 9.53 9.95
P, eV aiu 6.39 (first) 7.67 (first) 8.76 (first)
aig/d2 6.42 7.70 10.63
bog/dyy 6.58 7.86 9.91
ley/d, 7.23 8.48 8.87
b1y 8.00 8.88 9.75
EA, eV leg —2.55 —3.90 —5.47 (bag)
M = Co
Reo—n, A 1.922 1.924 1.931
Ebind, €V 1151 11.29 11.71
P, eV aiu 6.42 (first) 7.69 (first) 8.72 (first)
ley/d, 7.19 8.45 9.42
bog/dyy 7.51 8.73 9.53
EA, eV ayg/ldz  —2.94 —4.26 —5.35
2ey —2.09 —3.44 —4.68
M =Zn
Rzn—n, A 2.000 2.001 2.006
Eping, €V 5.64 5.50 5.89
IP, eV ay 6.44 (first) 7.70 (first) 8.72 (first)
EA, eV 2ey —2.18 —3.52 —4.74

2 Note that the ground state of FsgPcFe is different from those of
HigPcFe and FisPcFe.

3.1. Cobalt PhthalocyaninesWhile the peripheral sub-

and not metal 3d-like in all cases. While fordRcFe the
IPs from g, and a4/dz are very close, for PcCo the IP
from ay, is 0.77 eV smaller than that from a metal 3d-orbital
(d,), and so the one-electron oxidation of unligateg?¢Co
clearly occurs from the Pc ring. On the other hand,
electrochemical studies of cobalt phthalocyanines in solu-
tion*%41find that PcC# is oxidized to [PcCH]™; i.e., one-
electron oxidation of PcCo occurs from the metal. For
example, Lever et dP observed that oxidation of o
phthalocyanine by halogen (X) leads to the formation of a
complex containing the trivalent metal P¢@x),. The
disagreement between the calculation and these sorts of
experiments may be attributed to the effect of solvent. In
solution, the cation species is ligated. The axial ligands raise
the energy of the metakgd, orbital (see Figure 3) so that
the electron in this orbital may be ionized first. Our
calculations on HPcCo(Py) (Py = pyridine) show that the
first ionization for such a complex indeed occurs from the
metal a4/dz2 orbital (see Table 5). Our further calculations
on HigPcCo(Cl) show that the latter complex has a ground
state of2Ayy [(1ey/d-)*(aun)(audd2)?], where the oxidation
state of Co is lll, in agreement with experiméht! a
configuration of (1g/d.)*(aw)%(ai/d2)° is 0.57 eV higher in
energy than the ground state.

The similarities between Fe and Co extend (trends are
preserved upon fluorination) to the various degrees of
fluorosubstitution reported in Table 3. On the other hand,
the calculated EAs of PcCo are generally more negative than
those of PcFe. For the reduction of PcCo, the added electron

stituents have substantial influence on the electronic structuredoes into the g/dz orbital, while it enters the Ll orbital
of the iron phthalocyanines, the Co analogues are much lesgor HigPcFe and EPcFe. Since kPcFe has a different

sensitive. HgPcCo, RePcCo, and sPcCo complexes all
have &A,4 ground state, with a fully occupied dd, level.
The?E, state, arising from the {g%(1&,)® configuration, lies
0.2—-0.3 eV higher in energy. T, state lies considerably
higher, nearly a full eV above the ground state. Phg —
2A,4 energy gap increases gradually fromgPtCo to ke
PcCo to RgPcCo. This comparison between Fe and Co is
illustrated more explicitly in Figure 3, where it may be noted
first that the metal d-orbitals lie much lower indPcCo than
in HigPcFe. Unlike the Fe case, the HOMO in PcCo (Pc
&) is no longer a metal 3d-orbital, and the unoccupiegd b
(die—y?) lies below the Iy, orbital of the ring.

Similar to HigPcFe, the first ionization of PcCo also occurs
from the Pc @, orbital, and the first IP (6.42 eV) is very
close to that obtained for jsPcFe (6.39 eV). The calculated

electronic structure (as compared tegPcFe/RsPCcFe), the
calculated EA of this molecule is even slightly larger (0.12
eV) than that of EgPcCo. The calculated CdPc binding
energy is significantly larger¢1.7 eV) than that of FePc,
despite the fact that the €dN bond lengths are somewhat
(0.01 A) longer than FeN. Note that for both Fe and Co,
it is the RgPcM species that has the lowestac binding
energy.

The perturbations caused by the Ace ligands in the MO
energy diagrams of PcM are illustrated in Figure 3 with PcFe-
(Ace), on the left and PcCo(Acg)on the right. The
coordination of the two axial ligands lowers the symmetry
of the system fromDg4, to Dz, and splits the d d,
degeneracy. Acetone is an electron-donating ligand, shifting
the MOs upward. Thegdz orbital is particularly raised,

results are in agreement with experimental gas-phase pho-owing to the strong repulsive interaction between the ligand
toelectron spectra (PES) of a series of metal phthalocyaninedHOMO and the metal & As a result, the IPs of PcCM(Acg)

HisPcM with M = Mg, Fe, Co, Ni, Cu, and Z# which
find a sharp first IP at~6.4 eV for all the HsPcMs and

are notably decreased as compared to those of PcM,
suggesting that the former will be easier to oxidize than

conclude that the orbitals of the first ionization are ringlike unligated PcM. Unlike PcFe(Acgyvhere the first ionization
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Table 4. Calculated Relative Energies (E, eV) for Selected Configurations in HigPcFe(Ace),, FisPcFe(Ace),, and
FssPcFe(Ace);

configuration Erelative
dyy dz dy, dxz statea? HisPcFe(Ace); FiePcFe(Ace); FsgPcFe(Ace);
2 1 2 1 3Bag [FEg(A)] 0 (1.933/2.373)°¢ 0 (1.939/2.300) 0(1.937/2.279)
2 1 1 2 3Bag [FE4(A)] 0.05 (1.928/2.483) 0.07 (1.932/2.452) 0.09 (1.933/2.405)
1 1 2 2 3B1g (°B2g) 0.15 (1.925/2.503) 0.18 (1.926/2.468) 0.17 (1.924/2.437)
2 0 2 2 A1 (*A1g) 0.16 (1.946/1.969) 0.12 (1.947/1.973) 0.06 (1.942/1.974)

a States in parentheses are the corresponding states in unligated species. 2 No minimum or very long Fe—O(Ace) distance was found for the
(dx)?(d2)%(dy2) (dxz)* — 3B1g (PAzg) and (dx)(d2)%(dy2)?(dx)* — Bsg [FE¢(B)] states. ¢ The values in parentheses represent the optimized Fe—
N(Pc) and Fe—O(Ace) bond lengths (in A), respectively.

Table 5. Calculated Properties? of HigPcM, F1sPcM, and FsgPcM with Two Axial Ligands (L) at the Ground State (M = Fe,
Co, Zn; L = Ace, Py)

H15PCM(L)2 F]_GPCM(L)Z F43PCM(L)2 HJ_GPCCO(L)Z
L = Ace L = Ace L = Ace L=Py
M = Fe
Ru-npe) (A) 1.933 1.939 1.937
Ru-o(ace) (A) 2.373 2.300 2.279
Eving[PEM-(L)2] (eV) 0.25 0.63 0.94
Qm (e) 0.79 0.81 0.80
Qace () 0.15 0.19 0.22
IP (eV) aig/dz 6.97 8.01 8.86
1bsg/dy, 5.74 (first) 6.99 (first) 7.94 (first)
big/dyy 6.01 7.26 8.14
ay 6.00 7.21 8.27
EA (eV) 1bog/dy, —2.29 —3.55 —4.72
2bag —1.66 —2.96 —4.22
M= Co
Ru-npe) (A) 1.926 1.929 1.932 (1.924)¢ 1.934
Ru-o(ace) (A) 2.401 2.366 2.331 (2.314) 2.318
Evina[PcM-(L)2] (eV) 0.16 0.49 1.06 0.77
Qu (e) 0.67 0.70 0.69 0.90
Qace () 0.13 0.14 0.16 0.18
IP (eV) ayg/d2 7.56 8.69 9.45 5.85 (first)
aiu 6.03 (first) 7.25 (first) 8.31 (first) 6.11
EA (eV) 2bag —-1.67 —2.98 —4.25 —1.82
ag/dz —1.63 —2.82 —3.87 —0.95
Eqis?(eV) -1.11 —0.79 —0.33 —0.39
M =2Zn
Ru-npo) (A) 2.010 2.014 2.012 (2.006)°
Rm-o(Ace) A) 2.505 2.459 2.414 (2.411)
Epind[PCcM-(L)2] (eV) 0.12 0.44 0.73
Qu (e) 0.64 0.67 0.65
Onace (€) 0.10 0.12 0.13
IP (eV) aiy 6.05 (first) 7.26 (first) 8.30 (first)
EA (eV) 2bsg -1.78 —3.08 —4.32

aR: distance, Eping[PcM-(Ace),]: binding energy between PcM and two Ace ligands, Q: charge distribution, IP: ionization potential, EA:
electron affinity. ? The first IP is indicated in bold. ¢ The values in parentheses are experimental distances for FgsPcM(Ace), (refs 14 and 15).
d Dissociation energy for [PcCo(L),]~ — [PcCo]~ + 2L.

occurs from the central metal (f1,,), Table 5 reveals that

of PcCo(Ace) takes place still from the Pggorbital, similar

to unligated PcM. As mentioned above, in the presence of
relatively strong field ligands L (e.g. = Py), the first

of substitution, the IP of the PcCo(Aeg} roughly 0.3 eV
higher than the corresponding quantity for the Fe analogue.
The axial ligands reduce the electron affinity of PcM
considerably (by 1.21.3 eV) when M is Co. In contrast to
ionization of PcCo(L) takes place from the central metal. PcCo, the added electron in PcCo(Aas)w occupies a high-
For PcCo(Ace) the IP from ag/d2 is more than 1 eV larger  lying antibonding Pc 2§ orbital. Since the added electron
than that from a. There is about a 0.4 eV decrease of IP in PcCo goes into a low-lying metal orbital, [PcCd)as a
from PcCo to PcCo(Ace)in contrast to~0.8 eV decrease  relatively low energy. Unless the ligand field of L is very
of IP from PcFe to PcFe(Acg)Note also that for any degree  strong, the [PcM(Lj]~ complex is expected to be unstable
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Figure 2. Orbital energy levels of Hi¢Pc (on left, with no H
atoms in the ring cage) and the various iron phthalocyanines.
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Figure 3. Orbital energy levels of H;gPcM (M = Fe, Co) when
complexed with two axial acetone (Ace) ligands.

and to dissociate into [PcCoH 2L. Our calculations show

that the dissociation energis for [HigPcCo(Ace)] ™ is

strongly exothermic (by more than 1 eV). This may account

for the fact that previous experimefit$? have always

detected Cband no C# when cobalt phthalocyanines are

reduced. We note that the EA to thesglorbital is not
significantly larger than that to,gd2, especially for He-

PcCo(Ace). When agdz is doubly occupied, the two
electrons in this orbital would result in a very strong repulsion
to axial ligands. This small difference in EA betweensgb

and aydz also leads us to expect that [PCM{L") is unstable

Liao et al.
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Figure 4. Orbital energy levels of the various zinc phthalo-
cyanines.

and will dissociate. In fackygs decreases te-0.33 eV when
the —C,Fs substituents are introduced on the Pc ring. From
the calculatedEys value for [HigPcCo(Pyj]~ (—0.39 eV)
and the trend inEys from [HisPcCo(Ace)]™ to [Fas
PcCo(Ace)]~, the [FygPcCo(Py)]~ complex is expected to
be stable against dissociation.

For both PcFe and PcFe(Agehowever, the EAs all
correspond to the addition of an electron to a low-lying metal
d-orbital, and so there is a smaller decrease of EA from PcFe
to PcFe(Ace) as compared to the cobalt systems.

The binding energyHying) between HsPcCo and a pair
of Ace molecules is rather small, 0.16 eV. This quantity rises
to more than 1 eV for the heavily substitutedsfcCo.
Corresponding to the increase &fng the Co-O(Ace)
distance is shortened as more F-atoms are added to the
system. The CoN(Pc) and Ce-O(Ace) bond lengths (1.932
A, 2.331 A) calculated in lsPcCo(Ace) are in excellent
agreement with the X-ray structural data opHeCo(Ace)
(1.924 A, 2.314 A}® The axial ligation does not affect the
equatorial Ce-N distance very much<0.005 A).

3.2. Zinc Phthalocyanines3.2.1. Electronic Structure and
Properties. The perturbations in the orbital levels that
accompany the various changes in the Zn systems are
illustrated in Figure 4. The 3d-orbitals are particularly low
in energy for Zn; by has lost all but 20% of its metal
contribution and is largely Po in character. As was true
for the Fe systems in Figure 2, fluorosubstitution has a strong
lowering effect on the MOs. The magnitude of this shift is
quite uniform for most MOs including the HOMO and
LUMO. The main exceptions are some orbitals below the
HOMO-1. For instance, the energy gap betweg{tiOMO-

1) and by (HOMO-2) is large in HgPcZn but nearly
disappears in jPczZn.

The first oxidation of PcZn clearly leads tosacation
radical, where the electron is removed from the HOMQ a



Unligated and Ligated Metal Phthalocyanines J. Chem. Theory Comput., Vol. 1, No. 6, 200207

yielding a®Ay, ground state. This IP is strikingly similar in The experimental spectrum of PcZn is characterized by
magnitude to the Co cases. In the case of reduction, thean intense absorption band in the visible (Q-band) and two
electron is accommodated in the LUMQ @c 7*). Both other strong absorption bands in the near-U\ éBd B

IP and EA are increased considerably by th&,Fs substit- bands)}? The multiple bands in the B region is supported
uents, in agreement with the trend in the electrochemical by the calculations. The Q-band is assigned to fiig &tate,
oxidation and reduction potentidis.The EA values are  which is nearly pure (90%) HOMG~ LUMO transition.
slightly more negative for the Zn molecules than for Co.  For HigPcZn, 2E, is calculated to be 1.96 eV, in good
With two electrons in the 3 (dz—?) orbital in PcZn, the agreement with the experimental value of 1.85%Whe
repulsive interaction between these electrons and those orflose-lying 8E, and 7E, states are responsible for the B
the pyrrole nitrogens lengthens the-Ml bond length by and B, bands, respectively; their oscillator strengths are both
~0.08 A relative to Co and considerably decreases théM quite large. Different from E,, the latter two states involve
binding energy, as is evident by tging entries in Table 3 significant mixture of several transitions. Again, the calcu-

for M = Zn. lated E®*¢ values (3.40 and 3.74 eV) for the B bands agree
On the other hand, the presence of two electrons in the Very well with experiment (3.16 and 3.71 e¥)The same

ayg/dz orbital in PcZn(Ace) gives rise to longer axial Za is true for RgPcZn. _ _ .

O(Ace) bond lengths as compared to-@d(Ace). Therefore The TE, state (Q-band) in fPcZn is predicted at 1.84

the binding energy of PcZn(Ace), is smaller than the €V, ared shift of 0.12 eV relative to that ofi#cZn. For
PcCo-(Ace), value. Also, there is a large increase of the the B bands, the red shift is somewhat larger, about 0.2 eV.
PczZn—(Ace), binding energy when more F atoms are added These results reveal that the introduction of the electron-
to the system. It was argued that the perfluoro peripheral Withdrawing F-atoms into the Pc ring shifts the Q and B
substituents withdraw electron density from the inner ring bands to the red.
and the central metal so that the axial ligation gff€Zn is Turning to RgPcZn, its 1E, has nearly the samg®* as
enhanced relative to the parenisPicZn complex? Accord- that of RgPcZn. So the partial replacement of eight F-atoms
ing to the calculation, the presence of the F-atomsiig F by eight—C,Fs groups does not shift the Q-band. Here the
PcZn makes the atomic charge on Zn more positive by 0.04 main effect of the—C,Fs substituents is a notable red shift
(see Table 2), but no change @y is found from kgPcZn of the B, band.
to F4gPcZn. The same is true for the cobalt systems. There From RgPcZn to RgPcZn(Ace), the E®* values for the
is a more pronounced shortening of the axiat-®(Ace) various'E, states remain nearly unchanged, indicating that
bond distance from HPcZn to RgPcZn than from HPcCo the presence of axial acetone ligands does not change the
to F4gPcCo. Again the calculated bond leng®Rs,-npc) = positions of the absorption bands. These results are also in
2.012 A andRzn-opce) = 2.414 A in RgPcZn agree very  accord with experimental observatiotid\lote that in Figure
well with the 2.006 A and 2.411 A measured in the-F 4, the LUMO-HOMO energy gap is not shown to be
PcZn crystak* An addition of (Ace) to PcZn produces little changed from one system to another, but the peripheral
geometric change, similar to the PcCo case. substituents may still change the calculated© for the
The MO levels are shifted up fromydPcZn to RgPcZn- HOMO — LUMO transition. This is because théE, state
(Ace). The increase in the energy af.¢eads to arelatively  is not a pure HOMG—~ LUMO transition; it contains some
small IP from this orbital. Therefore, solvent coordination contributions ¢-10%) from other transitions owing to con-
to the central metal is able to decrease the oxidation potentialfiguration interaction. As a matter of fact, the chang &
of PcM, as observed experimentalfyWhile attempts to is insignificant from one system to another.
oxidize Rs4PcZn were unsuccessful, there is evidence that Similar to the calculations on gPcNi by Rosa et af!
in the presence of strong electron-donating ligands such asour TDDFT calculations on PcZn also predict several allowed
imidazole, B4PcZn can oxidized electrochemicalyThe m — m* transitions located between the Q and B bands.
experimental observation can be accounted for by the Theser — 7* transitions may be responsible for the intensity
calculated results. Here the IP and EA of PcZn(Acae and broadness of the B bands. The ZINDO calculations
about 0.4 eV smaller (lower) than those of PczZn. predicted a HOMC— LUMO+1 transition (called second
3.2.2. Electronic Spectra&lectronic spectra of both 4 z — qr* transition) located to the red of the B band for both
PcZn and ggPcZn have been calculated using the semiem- HisPcZn and ggPcZn. Our results show that the HOMO
pirical ZINDO methodt3 with the aim of understanding the LUMO+1 transition is located to the blue of the B band for
changes in energy of the spectral features when the electronfasPcZn. No analogous transition is found fofsfFcZn.
withdrawing peripheral substituents C,Fs) are introduced. 3.2.3. PczZn(Cl) and Pczn(C) ComplexesFinally, cal-
However, the semiempirical method yields some excitation culations were also performed on the various PczZn(Cl) and
energies which are considerably too large (more than 1 eV) PcZn(Cl) complexes. When only a single axial ligand is
as compared to the experimental spectra. In this study, weattached to the system, significant out-of-plane displacement
describe the results of TDDFT calculations for the series of of the metal is expected and in fact observed. For each
PczZn complexes from HPcZn to kePcZn to RgPcZn to molecule, the geometry was optimized assunhgsym-
FssPcZn(Ace). Our calculated excitation energies and oscil- metry. The calculated PcZn-L binding energies<ICl, CI7)
lator strengths for several lowest, spin-allowed sind&t and three critical coordination parameters in PcZn(L) are
excited states are displayed in Table 6, together with availabledisplayed in Table 7Rc:...y (distance between the center of
experimental dat&33 the ring and pyrrole nitrogen atom) is a measure of the ring
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Table 6. Calculated Excitation Energies (E®*°, in eV) and Oscillator Strengths (f)

E®X¢ eV
system state contribution? calcd exptl® f assignment
HisPcZn 11E, 91% (2a1y — 7eg) 1.96 1.85 0.6482 Q
21E, 97% (3ba, — 7ey) 2.80 0.0280 T — T
3E, 39% (2b1y — 7ey); 33% (5az, — 7ey); 3.02 0.0014 T T*
25% (5azy — 7eg)
41E, 54% (2b1, — 7eg); 23% (4az, — 7ey); 3.07 0.3390 T —
18% (5azy — 7eg)
5lE, 76% (2a1, — 8eg) 3.35 0.0242 7 —
6lE, 36% (lai, — 7ey); 23% (4ay, — 7ey); 3.40 3.16 0.6840 B,
18% (2a1y — 8eg); 17% (5a2y — 7eg)
7E, 53% (lai, — 7eg); 17% (4ag, — 7ey); 3.74 3.71 1.0402 B
16% (5azu — 7eg)
8'E, 95% (6eg — 3byy) 4.22 0.0332
FisPczZn 11E, 91% (4ay, — 1ley) 1.84 0.6332 Q
21E, 84% (4b1y — 11eg); 11% (Sboy — 1leg) 2.60 0.1442 a—
3lE, 87% (5boy — 11eg); 10% (4by, — 1leg) 2.71 0.1360 a—
41E, 80% (7az, — 11eg); 15% (6az, — 11eg) 2.88 0.2928 = m*
51E, 67% (3a1, — 11ey); 29% (6az, — 11eg) 3.16 0.1038 B>
6E, 43% (6az, — 1leg); 23% (3a1u — 1leg) 3.58 1.4316 B:
7'E, 83% (10eq — 5biy) 4.00 0.0220
8'E, 89% (9eg — 5byy) 4.15 0.0786
FagPcZn 1'E, 91% (12a1, — 27€g) 1.83 1.80 0.7984 Q
21, 95% (12by, — 27eg) 251 0.3138 7 —
3'E, 75% (13byy — 27ey); 13% (11las, — 27eq) 2.89 0.1374 T —
41E, 59% (1lay, — 27eg); 22% (13bay — 27ey); 2.95 0.0086 T—
17% (1582, — 27ey)
5'E, 91% (14azy — 27eg) 3.13 2.89 0.0124 B2
6'E, 48% (15azy — 27eg); 20% (12a1y, — 28ey); 3.33 3.10 1.7998 B1
12% (11ay, — 27eq)
7iE, 62% (1221, — 28eg); 27% (26€4 — 13b1y) 3.41 0.0356 7 —
8lE, 60% (26eq — 13b1y); 12% (12a1, — 28eq) 3.62 0.0058
9lE, 70% (25e4 — 13b1y); 22% (12a5, — 29eg) 4.02 0.0700
FisPcZn(Ace),? 11, 90% (25a1, — 30ey) 1.87 0.8075 Q
2'E, 91% (24a1y, — 30eq) 2.65 0.2024 T — *
3'E, 62% (33b1, — 30ey); 22% (23a1, — 30eq) 2.86 0.5055 T —
4E, 89% (32byy — 30eq) 2.99 0.0021 T — a*
51E, 56% (23a1, — 30eg); 27% (31by, — 30ey) 3.13 0.1025 B
6E, 51% (25a1, — 31€g); 38% (31by, — 30ey) 3.30 0.7449 B:
7'E, 41% (25a1, — 31ey); 28% (31b1, — 30eq) 3.37 0.3465 a—
8lE, 75% (28eq — 26a1y) 3.59 0.1101

2 Contribution of less than 10% is not listed. ? For convenience, we also use the label eg (of Dan Symmetry) for the lower symmetry system.

¢ References 13 and 33.

Table 7. Calculated Properties of HigPcZn, FigPcZn, and F4gPcZn with Axial Ligands of Cl and of CI~

HiePczZn(Cl) F16Pczn(Cl) F4gPczn(Cl) HisPczZn(CI™) F16Pczn(CI7) FagPczZn(CI™)
Ret-npoy? (R) 1.976 1.971 1.978 1.987 1.986 1.986
Ret-zn? (A) 0.761 0.774 0.736 0.710 0.695 0.695
Rzn-ci (A) 2.232 2.214 2.200 2.269 2.250 2.249
Qz (e) 0.54 0.54 0.52 0.57 0.56 0.55
Qci (e) —0.45 —0.41 —0.44 —0.51 —0.45 —0.44
Evina(PCZn—CI)¢ (eV) 1.77 1.62 1.32 1.81 2.96 3.79

2 Ct denotes the center of the Pc ring and Rct...npe) denotes the distance between Ct and N(Pc). ? Ret...zo denotes displacement of the Zn
atom out of the Pc plane. ¢ Binding energy between PczZn and Cl or Cl~.

core sizeRet...zn represents the

displacement of the Zn atom PcZn becomes significantly weaker. A large Zn out-of-plane

out of the Ni-plane toward the L ligand, arfé—c refers to displacement is found when Cl is coordinated to the system.

the Zn—Cl bond length.

In this case, the Ct-N distance becomes somewhat shorter

The calculated iPcZn—Cl binding energyEping is large, than Rzn—n of unligated PcZn.
1.77 eV, indicating a high affinity of BZnPc for Cl. As an For the chloride ion, there is a clear trend of increasing
electron-withdrawing ligand, the binding of neutral Cl tg-F binding energy in the order tsPcZn—Cl~ < FgPczZn-CI~
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< F4gPcZn—CI~, where the iPcZn—CI~ binding energy is
much larger than that of {gPcZn—CI~. The values oEying
correlate well with the relative stabilities of these PczZn{CI
complexes?3

4. Conclusions
The following main conclusions may be drawn from the
calculated results.

(1) While the strongly electron-withdrawingC,Fs groups
on the Pc ring are able to change the ground state of PcFe,
they do not influence the ground state of PcCo.

(2) Corresponding to the downshifts of the valence MOs
caused by the peripheral substituents, the first ionization
potential (IP) is increased by1.3 eV from HePcM to Re
PcM and by another1.1 eV from RgPcM to RgPcM. A
similar increase in the EA is also found on going frornsH
PcM to RgPcM. These results account for the fact that the
FssPcM compounds are difficult to oxidize but easy to
reducet® The change from HPcZn to RgPcZn does not
produce an obvious change in the LUMBGIOMO energy
gap, but large changes in the relative MO energies are found
between the 3 (HOMO-1) and g (HOMO-2) orbitals.

(3) The axial acetone (Ace) ligands in PcM(Agshift
the MO energy levels upward. There is a decrease@B
eV in IP from PcFe to PcFe(Acg)and a decrease of0.4
eV when the metal M is Co and Zn. Therefore, axial
coordination by (strong)-donors renders easier the oxidation
of the compound, as observed experimentslly.

(4) The calculated PcM-(Ace) binding energy Ening)
is small (<0.2 eV), particularly for M= Zn, indicating a
low affinity of the parent metal phthalocyanine for acetone.
TheEyingis increased to nearly 1 eV when the,Fs groups
are introduced at the periphery of the Pc ring. This rise
accounts for the experimental redéithat there is formation
of a RsPcZn(Ace) compound, but no HPcZn(Ace) was
detected. On the other hand, the calculated Pd¢Zin
binding energies can also account for the relative stabilities
of those PczZn(Cl) compounds.

(5) The TDDFT calculated excitation energies for the PczZn
complexes are in quantitative agreement with available
experimental data. The substitution of 16 H-atoms ig-H
PczZn by F-atoms (i.e. from gPcZn to RgPczZn) shifts the
Q and B bands to the red. A further red shift in theldand
occurs with partial replacement of eight F-atoms jgPE€Zn
by —C,Fs groups, but there is no shift in the Q-band from
FigPcZn to RgPczZn. On the other hand, the calculated
electronic spectrum of gPcZn is nearly the same as that of
FssPcZn(Ace), supporting an assumption that the results
(spectra) for the fluorinated phthalocyanines are virtually
independent of the presence or absence of axial lignds.

(6) The calculated redox properties of gas-phase cobalt
phthalocyanines may be different from those measured in
solution. These differences are likely due to association of
specific solvent molecules with the complex.
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Abstract: NP, T and uP,,T simulations of K-montmorillonite hydrates were performed employing
hybrid Monte Carlo simulations. Two condition sets were studied: P =1 atm and T = 300 K
(ground level conditions) and P = 600 atm and T = 394 K; this last condition mimics a burial
depth close to 4 km. For these conditions, swelling curves as a function of the reservoir water
vapor pressure were built. We found the single layer K-montmorillonite hydrate stable for high
vapor pressures for both burial and ground level conditions. A simple explanation for this high
stability is given.

[. Introduction Besides the experimental studies, computer simulations are

Clays are layer type aluminosilicate minerals, existent essentlal_lgompone_nts of research on efapter—cation
everywhere in nature and industry, hence the importance Ofsystemé. These simulations give microscopic insights that

a detailed understanding of their physics and chemistry. They@'€ difficult to access experimentally. There are, however,

are used as building materials, ceramics, and catalysts; they™"! 'r|r|1ar1y %omputatlfonal studies on thle Swe”",]gﬁ;f) mont-
are employed in cosmetics, as rheological modifiers for Morillonite hydrates for potassium interlayer catiofs> In

" : 7
paints, and in technological processes such as oil well addlzuonr,] excluding Hensen T.\;HTanclel’{a/r_lr_wb_achl e_t af
drilling. In this last application, the control of their stability works, these papers report solli..T an - simu a_tlons,

is a key for drilling success. During it, the use of water based yvhere the ”“me” Of. water molecules per interlaminar space
muds induce destabilization of shale and clay formations that 'S someway.arbltranly f|xeq, and hence, they do not .Sh(.)W
would disintegrate, or heave, upon contact with water. the whole picture of swelling. A good example of this is

. . . - that hysteresis is naturally predicted by sampling in an open
One way to maintain stability of shales during the drilling ensemblé;2without the need of measuring properties such

prhqcehssl is by adqg'(f)ln_gfl potass(ljum sa|t§ ;? dr|.II|ng n;uds. as water chemical potenti&limmersion energie¥, or
This helps to avoid fluid loss and water infiltration. These g q|jing free energie22Finally, this paper focuses on the
kind of muds, that contain potassium ions dissolved in the stability of the different hydrates in contact with several

water phase, are widely used for drilling water-sensitive oserygirs, which differ in temperature, pressure, and water
shales, specially hard, brittle shales. Potassium cations iNactivity.
these systems replace ions such as sodium found in most : . S
: S The importance of potassium as swelling inhibitor of clays
shales to produce less hydrated clays with significantly , .
reduced swelling potential. These ions also help to hold the and the above-mentioned reasons motivated us to study the
gp ' P microscopic mechanisms underlying the behavior of K-

C:trtt"gﬁ]:s tgg)?:]h;:'ofr?r:zlmrlémg g}ggtsd';pirséonnégt;;:;:] montmorillonite hydrates at equilibrium with different res-
particies. previou a9 u "9 ervoirs. We performed simulations of these systems in the

of the rqle (.)f potassmm n t_he swell|ng clays .SUCh as NPT anduP,T ensembles, considering explicitly two clay

r_nontmonllomte IS r_nandato_ry, n part|cu_lar at basin condi- layers in the simulation box to avoid finite size effects. The

tians of hard expenmental implementation. simulations were carried out for two condition sets. One at

ground level, withP = 1 atm andTl = 298 K, and the other

* Corresponding author phone:+5255 91758176; e-mail:  one withP = 600 atm andl' = 394 K, which corresponds
godriozo@imp.mx. to an average burial depth close to 4 km.

10.1021/ct0500621 CCC: $30.25 © 2005 American Chemical Society
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The paper is organized as follows. In section Il, we briefly Table 1: Lennard-Jones Parameters for H,O—Clay—K
describe the models and the methodology employed for Interactions?
performing the simulations. The results are shown in section sites € (kcal/mol) a(R)
Il. Finally, section IV discusses the main results and extracts

) 0 0.155 3.1536
some conclusions. H 0.000 0.0000

K 3.630 2.4500
[I. Methodology Si 3.150 1.8400
A. The Model. A 4 x 2 layer of Wyoming type mont- Al 3.150 1.8400
morillonite clay was built up by replication of the unit cell Mg 3.150 1.8400
given by Skipper et & This layer had, = 21.12 AL, = a Exceptions are the K—O and K—H interactions.

18.28 A, andL, = 6.56 A dimensions. The Wyoming type

montmorillonite was obtained by isomorphous substitutions tances between 2.7 and 3.1 A and coordination numbers in

of trivalent Al atoms of the octahedral sites by divalent Mg the wide range of 48.2%2° He fitted the following pair

atoms and tetravalent Si by trivalent Al atoms. The unit cell Potential for the K-HO dispersior-repulsion contribution

formula of this clay is given bo741H,0(Sk 75Al 0,29 (Al 3.5 obtained from ab initio calculations

Mgo.5)020(0OH),. Size effects were avoided by considering 4 6

two layers in the simulation bokPeriodic boundary condi- ~ Yk-#,0= Ako®XP(Bkolko) ~ CkolTko™ ~ Drolfko™ +

tions were imposed on the three space directions. The initial AcHEXP(bl ) + Auexpbyyrcy) (4)

configuration consists of water molecules randomly placed

in the interlaminar spaces and six potassium ions distributedyielding Axo = 53884.0 kcal/molpxo = 3.3390 AL, Cxo

in the interlayer midplanes. These counterions balance the= 438.0 kcal A/mol, Dxo = —638.0 kcal &/mol, Ay =

negative charge of the clay framework keeping the system5747.0 kcal/mol, andoy = 3.4128 AL This intersite

electroneutral. potential, although somewhat more complicated than the
The rigid TIP4P model was used for water molec#®8,  [ennard-Jones type, produces a much better match to the

and the water clay interactions were taken from Boek.&t al ab initio data?® This is clearly seen if one tries to fit eq 4

Here, site-to-site intermolecular interactions are given by with a Lennard-Jones type potential. In fact, parameters

electrostatic and Lennard-Jones contributions shown in Table 1 for potassium were obtained by this way,
yielding a poor match although reproducing the depth and
Q% Oap 12 Oap 6 iti i i ini
U. = ] o122 1) position of the pair-potential minimum. We observed that
! ; lab a lab M the discrepancies are very pronounced at short distances,

where the Lennard-Jones potential shows a much harder
where subindexeisand]j are for molecules, and andb run behavior. This explains why Boek et al. found a very large
over all sites of each moleculg, andq, are the correspond-  dehydrated interlaminar space when they employed a Len-
ing site chargessa, andoy, are site-to-site specific Lennard-  nard-Jones type pair potential for+O.24 Naturally, they
Jones parameters, ang, is the intersite distance. The overcome this difficulty by employing the pair potential
Lennard-Jones parameters for single sites are shown in Tableproposed by Bound.
1. Here, those parameters for Si were taken from Marry et Nevertheless, since it is crucial for the hybrid Monte Carlo
al.,» and parameters for Al and Mg were assumed to be equalsimulations to keep the energy fluctuations as low as possible
to those of Si. The site-to-site Lennard-Jones parameters arén order to enlarge the acceptation réfd,is convenient to

given by the LorentzBerthelot rules avoid employing relatively long-range pair potential contri-
o 4o butions such as-r=4, if no Ewald treatment is applied on
g, =-2 b 2) them. Hence, we refitted to eq 4 the following expression
ab 2
U —1.0= Ao®XPDByor ko) — Crolfko” +
€20 = €60 3) 2

AreXPEDBr k) T AkyeXPbyyrcn,) (5)
On the other hand, the KH,O interactions and those

between the oxygens of the clay and potassium ions are basethy employing a LevenbergMarquardt algorithm and con-
on the ones proposed by Bourf@sBounds potential is  sidering several KH,O configurations. The procedure yields
chosen since, while simple, it produces K-TIP4P radial Axo = 120750.2 kcal/molpko = 3.4110 A%, Cxo = 5153.8
distribution functions in agreement with available experi- kcal Aé/mol, Ay = 2109.4 kcal/mol, antl = 2.8515 AL,
mental data and close to those obtained by hybrid quantumWe observed that avoiding ther—* term the acceptance rate
mechanics/molecular mechanics (QM/MM) simulations, enlarges more than three times for a small (inner) time step
which naturally account for the many body contributions to of 0.8 fs. In general, both functions yield similar values of
the potentiaf’ That is, the K-O radial distribution function  the K—H,O potential energy. Minima are located practically
peaks at 2.86 A leading to a first shell oxygen coordination at the same distance although the depth of the fitted function
number of 7.6, while high accuracy QM/MM simulations is 5% larger. For larger distances this difference decreases.
performed at density functional theory level (LANL2DZ To check the obtained interaction potentidyRT simulation
basis set) give 2.81 A of KO distance and 8.3 of containing 216 water molecules, a potassium cation, and a
coordination number. Experimental results give ® dis- chloride anion was performed Bt= 1 atm andl = 293 K.
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The corresponding KO and K—H radial distribution For sampling in theNP,,T ensemble, after a trial change
functions,g(r), and coordination numbens(r), were studied.  of particles’ positions, a box change is attempted in such a
These functions were observed to be very similar to those way that the stress normal to the surface of the clBRysjs
reported by Bound¥ That is, the K-O and K—H main kept constant. For this purpose, box fluctuations are allowed
peaks are located at 2.83 and 3.29 A, respectively, which only in thez-direction, and the probability for accepting the
compare well with their corresponding values of 2.86 and new box configuration is given by
3.32 A28 The coordination number for thg(r) minimum
was found at 7.7 A, in agreement with his value of 7.8°A. P =min{1, exp[-B(A % + P,AV — N8 In(V,/V )} (7)
Moreover, all these values are even closer to the results
obtained by QM/MM simulationd” Hence, expression 5 Here, A/ is the change in the potential energyy is the
seems to be suitable for our purposes. volume changeN is the total number of molecules, akg
Finally, we should mention that electrostatic contributions, andV, are the new and old box volumes, respectively.
~r~1 were treated through the implementation of the Ewald ~ For sampling in an open ensemble, the possibility of
summation formalism. Here the convergence factor was fixed insertions and deletions of water molecules has to be
t0 5.6Lmin, WhereLmin is the minimum simulation box side.  considered. Water insertions and deletions were performed
There were set five reciprocal lattice vectors for the directions by Rosenbluth sampling:** TheuP,.T ensembl& was used
along the shortest sides and six vectors for the direction alongto obtain the equilibrium states when the system is in contact
the largest sidé* The dispersionrepulsion contributions ~ With a reservoir at certain temperature, pressure, and water
were corrected using the standard methods for homogeneou§hemical potential. For this purpose, the algorithm must
f|uids,32 and a spherica| cutoff df ,in/2 was imposed_ Sample the probablllty density of flndlng the system in a

B. Simulations. Simulations were performed employing Particular configuration, i.e.,
the hybrid Monte Carlo (HMC) metho@:*° This technique ,
allows making global moves while keeping a high average % VVexp{ —p[# — uN+P, M} ®)
acceptance probability. Global moves are done as follows T upzT ASNNI
from molecular dynamics (MD), i.e., by assigning velocities
and by using a particular scheme for integrating the Newton’s Hence, particle movements, insertions, deletions, and box
equations of motion. Velocities are assigned randomly from changes must be done as in a typiNaT, «VT, andNP,T
a Gaussian distribution in correspondence with the imposedsampling®* In particular, after trying a change of particles’
temperature and in such a way that total momentum equalspositions, we performed tries of insertindeleting water
zero for both interlaminar spaces. To fulfill detail balance molecules. This is done by randomly calling both possible
condition, the discretization scheme must be time reversibletrials in such a way that calls are equally probable. Since
and area preservirf§In particular, we employed the multiple ~ accepting insertions or deletions are rare, we repeat this step
time scale algorithm given by Tuckerman and Befh€his 10 times or until any insertion or deletion is accepted. In
algorithm has the property of splitting the forces into short case of refusing the 10 insertiedeletion trials, we per-
and long range. The Lennard-Jones contribution plus the realformed a box trial mové? In this way, the system rapidly
part of the electrostatic forces are set as short range, and th@volves to an equilibrium state. For some conditions,
reciprocal space contribution of the electrostatic forces is however, two free energy local minima appear, which are
set as long range. To decrease time correlations a newaccessed by handling initial conditions.
configuration is generated each 10 integration steps. The

probability to accept this new configuration is given by [ll. Results
Results are presented in two subsections. ThesBargling
P=min{1, exp(-,AH)} (6) in the NR,T Ensembl@ndSampling in the:P,,T Ensemble

Each part presents the results for ground level conditions,
whereAH is the difference between the new and previous j.e, T= 298 K andP = 1 atm, and for 4 km of burial depth,
configuration Hamiltonians, an@ is the inverse of the je, T=394 K andP = 600 atm, assuming average gradients
thermal energy. The long time step is set to 8 times the shortof 30 K/km and 150 atm/km.
time step, and the short time step is chosen to obtain an A. Sampling in the NP,,T Ensemble.Let us first focus
average acceptance probability of &7This way, we on the swelling behavior of the K-montmorillonite hydrates
obtained short time steps close to 1.0 and 0.5 fs for systemsunder ground level conditions. This is shown as a plot of
containing 10 and 100 water molecules per interlaminar the interlaminar distance as a function of the number of water
space, respectively. As can be seen, the time step shortenmolecules obtained b)P,,T simulations. This curve starts
with increasing the system size, since energy fluctuations from a dehydrated state having an interlaminar distance of
enlarge. This is why HMC is not very efficient for systems 10.4 A, which is somewnhat larger than the experimental value
counting on a large number of movable sites. This is not of 10.1 A% For a small number of water molecules, the
our case, since few ions and water molecules are the onlysystem reaches interlaminar distances above 11 A, which
contributors to energy fluctuations. This makes HMC a slightly increases with increasing the number of water
reasonable choice. In fact, the time steps we are obtainingmolecules producing a plateau. This plateau shows inter-
are similar to those usually employed for typical MD laminar distances in the range 128.3 A, which are clearly
calculations»11:20.25 lower than those produced by Na-montmorillorfite.
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Figure 1. Interlaminar distance as a function of the number distance (A)
of water molecules per interlaminar space.
Figure 2. Oxygen, hydrogen, and potassium density profiles

This might be seen as something unexpected, sinceof the interlaminar space. The water amount was fixed to 40
potassium ions are much larger than sodium ions. As we molecules per interlaminar space.
comment ahead, this is due to the different interlayer
structures that sodium and potassium ions generate. For 6Gites, respectively. Although they are close to the one
water molecules per interlaminar space, there is a jump fromobserved for bulk potassium water solution, a contraction is
a single water layer to a double water layer, which yields an seen for the KO water distance as a consequence of
interlaminar distance of 13.9 A. For larger amounts of water confinement. On the other hand, the relatively large@
the system increases almost linearly, producing a very smallclay distance is due to the distribution of the potassium ions
step when jumping from a double to a triple water layer around the midplane of the interlayer space. The coordination
structure. numbers for the first shell of oxygen atoms are 5.1, 5.0, and

Our findings are similar to those reported by Boek ét*tal ~ 10.1 for water, clay, and total oxygen sites, respectively. The
We included them in Figure 1 to make the comparison easy. clay and total coordination numbers are somewhat inflated
It is seen that trends are practically equal. This indicates thatdue to the smaller separation of the-O sites of the clay.
differences in models and methods are not very important. This explains why the total coordination number is larger
Nevertheless, they always obtain slightly smaller interlaminar than the one found for bulk. It should be noted the large
distances for a given number of water molecules. This contribution of the clay to the total coordination number.
difference is always lower than 2%, except for the dehydrated This suggests that potassium ions are interacting with both
state and the points close to 100 water molecules, whereclay sheets at the same time. In addition, the largeCK
differences close to 5% are observed. Since in our case theclay distance may be indicating that potassium ions are
jump from a single to a double layer is obtained for a lower directly contributing to attract both layers toward the
amount of interlaminar water, the points that correspond to midplane and hence holding the sheets close to one another.
55—-60 water molecules also show a larger difference. All the already pointed features are illustrated in Figure
Anyway, differences seem reasonable taking into account3. For instance, it is observed that potassium ions are
the differences in pair potential definitions, box sizes, and practically centered on the interlayer midplane with an
methodologies. approximate average of 5 water molecules surrounding each

The structure of the interlaminar space for the system ion. It is also possible to see how ions tend to separate from
containing 40 water molecules per interlaminar space is each other, and that one of them is always close to a
shown in Figure 2. A high and narrow oxygen peak at the tetrahedral aluminum (these sites are not highlighted in the
interlaminar midplane, three hydrogen peaks, one coincidingfigure). Moreover, it is shown that there are no water
with the oxygen peak and the other two symmetrically molecules interposed between the potassium ions and the
situated at both sides, and a single potassium ion peak, alsalay sheets. Hence, potassium ions are behaving as inner-
at the interlaminar midplane, are observed. Most of these sphere complexes but simultaneously with both clay layers.
results agree with others previously reportétf:1’It should To see this even clearer, Figure 4 was built by rotating and
be noted that this structure contrasts with that one of the zooming in Figure 3. Here, a potassium ion and its inner
Na-montmorillonite single layer hydrate. In this case, sodium water shell are shown. As can be seen, only 5 water
ions are distributed at the sides of the oxygen peaks, closemmolecules surround the ion that coordinates with two oxygen
to the clay sheets, some of them being strongly attached toatoms from each clay. For this particular case, are also seen
the clay surface and so forming inner-sphere surface average K-O distances of 2.81 and 3.04 A for water and
complexes?® This makes water molecules to cluster in two clay, respectively.
layers joined at the interlaminar midplane, producing an As mentioned before, for 60 water molecules a double
oxygen double peak:*” Naturally, this effect widens the layer hydrate is formed. This double layer hydrate becomes
interlaminar space, despite the smaller size of sodium ion. fully developed for 80 water molecules, where an interlayer

The radial distribution functions and coordination numbers distance close to 15.0 A is observed. For this system, the
for K—O sites were also studied. Maixr) peaks are situated  oxygen, hydrogen, and potassium profiles are shown in
at 2.77, 2.90, and 2.83 A for water, clay, and total oxygen Figure 5. Here, the two oxygen peaks are a signature of the
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Figure 3. Snapshot of an equilibrated system having 40 water
molecules. H sites are white, O are gray, and K are black.
The wireframe represents the clay structure. The topmost
image is a side view, and the lower image is the corresponding
top view.

Figure 4. Zoom in of a potassium ion and its coordination
shell taken from Figure 3. Only water molecules having K—O
distances smaller than 3.7 A are shown. Distances in the
figure are given in A.
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Figure 5. Oxygen, hydrogen, and potassium density profiles
of the interlaminar space. The water amount was fixed to 80
molecules per interlaminar space.

Figure 6. Snapshot of an equilibrated system having 80 water
molecules per interlaminar space. H sites are white, O are
gray, and K are black. The wireframe represents the clay
structure.

For this configuration, maig(r) peaks are located at 2.83,
2.75, and 2.79 A for water, clay, and total oxygen sites,
respectively. Hence, the KO distance for water is not
contracted anymore but equal to the bulk water®&
distance. On the contrary, the+O distance for the clay
decreased 0.17 A. Moreover, this distance is found to be
almost constant for systems having more than 60 water
molecules, strongly suggesting that this is the natural average
K—0 distance for a potassium ion attached to the siloxane
surface. Hence, the distance found for the single layer hydrate
would be elongated as a result of the pressure the water
molecules produce on the clay surfaces. The corresponding
coordination numbers are 6.8, 2.8, and 9.6 for water, clay,
and total oxygen sites, respectively. As can be seen, the
coordination number for the clay is much lower than the
value found for the single layer hydrate. This means that
potassium ions are coordinated to only one clay layer for
the double layer hydrate. Finally, and as expected,(K
water coordination numbers increase with the number of

double water layer structure. For each oxygen peak awater molecules, whereas=O clay and K-O total coor-
potassium peak and two hydrogen peaks are found. Thedination numbers decrease. A snapshot of this two layer
potassium peak is found almost coinciding with the oxygen hydrate is shown in Figure 6. We should mention that the
peak but slightly displaced at the side closer to the clay sheet.structure of the inner-sphere complexes we found in this case
This suggests the formation of inner-sphere complexes. Onare very similar to those already reported by Sposito.&t al
the other hand, a small hydrogen peak is found at the side(not shown here).

closer to the clay sheet and a larger one closer to the For burial conditions the interlaminar distance increases
interlaminar midplane. Hence, the third hydrogen peak found for a given number of water molecules per interlaminar

for the one layer case is missing here.

space. This is shown in Figure 7, where it shows the
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conditions (from Figure 1). ) ] ] ) ]
Figure 9. Step evolution of the interlaminar distance and

012 number of water molecules obtained by uP,, T sampling. In
the lower plot, dashed lines correspond to each interlaminar
0.10- space, whereas the solid line is the average. Initial conditions
were 16 A and 60 water molecules per interlaminar space.
7 0081 Established conditions were T= 298 K, P =1 atm, and p/p,
-‘%‘o.oe- =04
S 0.04. reported by Tambach et.# For T = 394 K andP = 600
atm, Suo = —13.4 was obtaine}.
0.02 The evolution of the interlaminar distance and number of
0,00 ; . water molecules for ground level conditions and i, =
11 0.4 is shown in Figure 9. Here, the initial conditions were

2 4 6 8 10
distance (A) 16 A for the interlaminar distance and 60 water molecules

per interlaminar space. It is observed that the system reaches
approximately 65 water molecules and 14.3 A of interlaminar
distance at the initial simulation steps. This happens so fast
since the system is initially very far from equilibrium.
interlaminar distance as a function of the number of water Immediately after, the system starts slowly losing water
molecules for burial and for ground level conditions. This Mmolecules and decreasing its interlaminar distance on its way
increment is more pronounced for large amounts of water. toward equilibrium. It is observed that, once the system
This is an expected behavior since water molecules occupyreaches 13.5 A of interlaminar space, it quickly falls down
larger effective volumes at burial conditioh€onsequently, ~ to 12.2 A, losing many water molecules during the process.
profiles turn less sharp, i.e, peaks broad and shorten, as it isThis is a signature of the transition from a double layer
shown in Figure 8. This was seen experimentally by Skipper hydrate to a single layer hydrate. The amount of water that
et al., although for a Na-montmorillonite systéfrOn the signals the transition goes from 55 to 45 molecules. This
other hand, trends for both the ground and burial data areagrees with theNP,;T results, where a single to a double
very similar, i.e, jumps are found at equal numbers of water layer transition is observed in the range of-8D water
molecules. This last finding differs from the one found for molecules and 12:214.3 A. After the transition, it is
Na-montmorillonite, where the single layer to double layer observed that the system takes several steps to finally reach
jump occurs for 60 or 50 water molecules, depending on €quilibrium at approximately 40 000 steps. In this case,
the burial deptH. sampling was performed in the step range of 40-900000.

B. Sampling in the uP,,T Ensemble.Sampling in this For this particular run 12.0 A of interlaminar space and 39.3
ensemble allows the system to reach equilibrium with a water molecules were obtained.
reservoir whose temperature, pressure, and, in our case, water Many runs were performed in order to build up Figure
chemical potential are fixed. We employed the expression 10. For ground level conditions, this figure shows the
Bu = Puo + In(p/po), where po is the vapor pressure at interlaminar distance and number of water molecules at
equilibrium with liquid water whose chemical potential is equilibrium with reservoirs having different water vapor
o, andp is the vapor pressure. For the TIP4P water model pressures. For zero vapor pressure, no matter what the
with T= 298 K andP = 1 atm, we employefiu, = —17.4. established initial conditions, the system is forced to eliminate
This value was obtained BYPT simulations of bulk TIP4P  all of its water content, and so, the dehydrated state is yielded.
water! and using the Rosenbluth sampling method explained This has 10.40 A of interlaminar space, as was found in the
elsewheré’ 31t is in good agreement with the value reported preceding section. For increasing the vapor pressure, the
by Chavez-P&z et al4 and it is 2.5% larger than the one system starts to uptake water molecules from the reservoir

Figure 8. Oxygen, hydrogen, and potassium density profiles
of the interlaminar space. The water amount was fixed to 40
molecules per interlaminar space for burial conditions.
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179 —e—2-ayersim. The best agreement between our simulations and experi-
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. 12 5 Viayeroxp. Berna e ments is produced when comparing with the data otBd
"L 141 o Tiaver o caver o/ et al® We highlight the double layer hydrate formation for
B 13 7 2lerr oo Cate e the range of relative vapor pressures of-8160; the single
— 124 e S— .
E ] My layer hydrate which keeps stable even for saturated vapor
10] Eem o o pressures; the very good agreement for the basal space for
100, 00 02 04 06 08 10 the single layer hydrate; and the relative good agreement
80 PR, o for the double layer hydrate interlaminar distance, close to
60 / 15.5 A. Calvet’s data also are in general agreement with our
< 40] e . " " simulations. He observed a very stable single layer hydrate,
22- with interlaminar distances ranging in 1+.82.5 A. Nev-
i 0’0 02z 0406 08 10 ertheless, he obtained a very unstable double layer hydrate.
: ' “ plp,” : : ; ;
0 Only for relative vapor pressures of 6:2.0 this hydrate
Figure 10. Interlaminar distance and number of water was Observed. Its intel’|aminar distance iS in the range Of
molecules per interlaminar space as a function of the vapor 15.2-16.0 A. Sato et al.'s data also lead to similar inter-
pressure for ground level conditions. Symbols O and O laminar distances for the single and double layer hydrate.
correspond to initial conditions of 10 water molecules and 11.5 Finally, the single layer hydrate interlaminar distances also
A of interlaminar distance and 60 water molecules and 16.0 well agree with data reported by Brindley and Brofiior
A of interlaminar distance, respectively. 0.32, 0.52, and 0.78 of vapor pressure they reported 11.9,

11.9, and 12.1 A, respectively.
producing larger interlaminar distances. Nevertheless, the first  On the other hand, the most important discrepancy with

water layer saturates for vapor pressures ovenQdhd so, experiments is that they obtained interlaminar distances close
a plateau is generated. Again, this single layer hydrate isto 10.0 A for the dehydrated state, which seems to be stable
produced forp/po < 0.4 for all initial conditions. up to a relative vapor pressure ranging in-8013. We think

_ For higher vapor pressures, however, at least two equi-that if we were capable of reproducing the correct dehydrated
librium states are yielded. That is, depending on the distance, i.g 10.0 instead of 10.4 A, this state would

established initial conditions, the system may produce a probably become stable for small vapor pressures, as they
double or a single layer hydrate. Hence, the topmost lines fgund.

of both plots of Figure 10 correspond to an initial configu-
ration of 60 water molecules and the others to an initial
configuration of 10 water molecules. These two equilibrium
states are stable up to water vapor saturation, producing a
open hysteresis cycle. The single layer state yields inter-
laminar distances ranging in 11:822.06 A and amounts

of water in the range of 30:441.8 molecules. The double
layer state produces interlaminar distances in the range
14.91-15.16 A and numbers of water molecules ranging in
76.7-80.6. These data contrast with those obtained for Na-
montmorillonite?? In this case, both initial conditions predict

Experimentalists agree that for relative vapor pressures
ranging from 0.0 to 0.4, a mixture of the dehydrated state
and the single layer hydrate coexists,,itbere is interstrati-
ication. Similarly, they observed the coexistence of double
and single layer hydrates, for high relative vapor pressures.
In fact, Calvet refers to his own data as “apparent distances”;
Bérend et al. conclude that all montmorillonites (they studied
Li, Na, K, Rb, and Cs-montmorillonites) form interstratified
hydrates; and Sato et al. observed several “nonintegral basal
reflections”, which are interpreted as “random or segregated-
only a single layer hydrate fq/po < 0.2. In addition, this type interstrat'ification of collapsgd and gxpano!ed layers”.
single layer hydrate yields values of the interlaminar distance An gxample is the 1_3'81 A of interlaminar dlstance he
in the range of 12.3412.73 A, having 34.647.5 water obtained for the re_Iatlve vapor pressure of 0.9. This pomt
molecule! Therefore, it becomes evident the K-mont- does not match either a single or a double hydrate inter-
morillonite tendency to produce single layer hydrates even laminar distance, as it is clearly seen in Figure 10. It is
for relatively high vapor pressures and the small interlaminar Important to mention that the general belief is that inter-

distance and amounts of water it yields. On the other hand, Stratification occurs due to chemical heterogeneities of the

We should also compare our results with the experimental interlaminar distances (although differences are not very
data obtained by Bend et al?® Calvet3® and Sato et & pronounced). Hence, these heterogeneities surely lead to

For this purpose, these data are also included in Figure 10.quasihomogeneous states and, probably, to interstratified
It should be pointed out that these data are direct measureones. On the other hand, a perfect system like ours shows
ments of interlaminar distances against the relative vaporthe double and the single layer hydrates to be stable for
pressure. Here, Bend et al.’s data were obtained as the identical conditions. Hence, we do not see any reason for
evolution of the interlaminar distance for a dehydration this not to occur in a real system. In other words, we think
process, by starting from a double or a single layer hydrate. that this is another source of interstratification, which arises
Similarly, Calvet presents his data by starting from a double just as a consequence of the inherent thermodynamics of the
or a single layer hydrate, but for a hydration process. Sato perfect system. In fact, similar conclusions are deduced by
et al.’s data are also obtained by hydration. Tambach et ai?
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Table 2: g(r) Main K—O Peak Positions, p, and First Shell
Coordination Numbers, n, for Systems under Different
Water Vapor Pressures, p/po?

Odriozola and Aguilar

and a small interlaminar space, the interlaminar distance is
slightly smaller than those obtained for ground level condi-
tions. This combines with the fact that water molecules

occupy a larger effective volume for burial conditions, and
so, the number of water molecules decreases. In other words,
the single layer hydrate of K-montmorillonite dehydrates
under burial conditions. Furthermore, this single layer hydrate
is stable even for a saturated water vapor pressure. Again,
this contrasts with the results we obtained for Na-mont-
morillonite 2! where the single layer hydrate was found to
be unstable for large water activities. Moreover, g, =

1.0, the K-montmorillonite single layer hydrate yields 12.07
A of interlaminar space and 40.4 water molecules, which
seems to be far from the transition range of-&5 water
molecules previously found.

The double layer hydrate behaves differently. That is, it
keeps constant its water content, and it slightly increases its
interlaminar distance. As found for ground level conditions,
it collapses forming the single layer hydrate fidp, < 0.6.

On the other hand, for a saturated vapor pressure the system
monotonically increases its amount of water as the simulation
evolves. In this last case we stopped the simulations when
reaching 180 water molecules, and thus, we assumed that
the system entered the osmotic regime.

In summary, these results indicate that once formed the

K-montmorillonite single water hydrate will not be desta-
00 02 04 06 08 10 . : o .
plp, bilized neither at ground level conditions nor at burial depths.
In addition, if the reservoir vapor pressure fells downpg.4
the single water hydrate will form.

single water layer double water layer

plpo Pw Pc Ny Ne Pw Pc My e

01 277 283 483 532
02 277 285 496 511
03 277 288 519 494
04 277 290 517 496
06 276 289 515 493 280 275 6.62 3.16
08 276 288 524 485 282 277 677 282
10 276 290 519 489 281 275 6.71 295

2 Subindexes w and c refer to water and clay, respectively. Peak
positions are given in A.
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Figure 11. Interlaminar distance and number of water
molecules per interlaminar space as a function of the vapor
pressure for burial conditions. For comparison, the dotted line

corresponds to ground conditions (from Figure 10). IV. Discussion and Conclusions

Single and double layer hydrates of K-montmorillonite were

Table 2 shows the main peak positions and the first shell studied by means dfiP,.T anduP,.T simulations. For that
coordination numbers for the systems equilibrated at different purpose a hybrid Monte Carlo scheme was employed. Most
relative vapor pressures and for a single and a double waterresults from théNP,,T sampling just confirm those previously
layer configurations. This was done to prove that the shifts reported elsewheré;'>1"1° suggesting that differences in
of the water and clay peaks mentioned in the preceding models and methods are not very important.
section are indeed significant over a wide range of vapor We found different clay-water-ion complexes for the
pressures. As can be seen for the single layer hydrate, thesingle water hydrate. They consist of an average of 5 water
K—O water clay position is practically constant and equal molecules surrounding a potassium ion that additionally
to the one found from th8IP,,T sampling. Also the double  coordinates with two oxygen atoms of each closest clay layer.
layer py is close to the value found in the previous section, These potassium ions are placed at the interlayer midplane,
i.e, similar to the K-O bulk water position. On the other and so, distances between them and the oxygens of the clay
hand,p. increases for increasing the relative water pressure, are slightly larger than those observed for the double layer
reaching a plateau afp, > 0.3. The plateau value is close hydrate. It should be mentioned that these midplane ions were
to 2.89 A, which is also similar to the value found in the reported by previous works as forming outer-sphere com-
preceding section. The decrease of this distance plihis plexest#18In fact, Chang et al® found that these midplane
a consequence of the decrease of the interlaminar distancéons have a relatively large mobility, since potassium ions
with it. For the double layer configuration it also confirmed neither strongly coordinate to water molecules nor strongly
a value close to 2.76 A. Hence, the shifts of these peaks areinteract with the clay surfaces. This is, indeed, characteristic
relevant and not just casual values obtained for some of an outer-sphere complex. This explains why they call them
particular conditions. From Table 2 it is seen that the values in this way. Nonetheless, the inner-sphere definition given
for the coordination numbers also agree with those presentecelsewher® says literally “The surface complex is inner-
in the previous section. sphere if the cation is bound directly to a cluster of surface

To evaluate the effect of the burial depth on the K- oxygen ions, with no water molecules interposed”. Accord-
montmorillonite swelling curves, Figure 11 was built fbr ingly, our midplane potassium ions form inner-sphere
= 394 K andP = 600 atm. Additionally, results for ground = complexes but simultaneously with both clay layers. Nev-
level conditions were included to make the comparison easy.ertheless, we expect them to have a diffusivity similar to
As can be seen, for initial conditions of 10 water molecules that reported by Chang et.® This is a clear difference
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between this kind of inner-sphere complex and the typical
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hydrate stability, we do not think it is the only factor. Lowest

inner-sphere complex, where ions are strongly coordinatedinteraction energy for the pair K-TIP4P water is close to

to one of the surface€$.This simultaneous coordination of
potassium ions with oxygen atoms of the two adjacent clay
layers plus their relatively large coordination distances

—20 kcal, which is higher than that for Na-TIP4P of
approximately—25 kcal. This means that potassium ion does
not strongly interact with water, and, therefore, it easily loses

suggests to us that these complexes are attracting the clayvater from its coordination shell. In other words, the water

layers toward the interlayer midplane, aiding to keep them
together.

Although the previous finding seems to explain the
stability of the single layer hydrate found experimentally,
we should also reproduce computationally this behavior.
Hence,uP,,T simulations were carried out. This ensemble
lets interchange water with a given reservoir and volume

chemical potential of the interlayer is not very negative. That
is, water may be more comfortable in bulk than in the

interlayer, surrounding the ions. As mentioned by Sposito
et al.}® potassium ions show a kind of “hydrophobic

character”, in the sense that they tend to interact with water
molecules not only through their positive charge but also
through solvent cage formation. Consequently, some of the

fluctuations. So, for any given water vapor pressure of the water oxygen atoms may be easily exchanged by oxygen
reservoir, an average amount of water and an averageatoms from the clay surface.

interlaminar distance are found. However, two different
equilibrium states may be produced, pointing to the formation
of free energy local minim#&,which are accessed by handling
initial conditions. This produces hysteresis loébg/e found

Finally, for drilling purposes and based on our results, it
seems to not be enough to add potassium to the mud in order
to guarantee the single layer water formation and, in this

way, avoid swelling. One should simultaneously decrease

that for initial conditions close to the dehydrated state, a the mud water activity to safely produce the single layer state.

single water layer is always obtained for any nonzero vapor
pressure, signaturing its high stability. The amount of water

of this single layer slightly increases as the vapor pressure Acknowledgment.

increases. This was obtained for ground level and burial
conditions. The interlaminar distance for the ground level
state is always close to 12.0 A. The number of water
molecules was found to be close to 38 for ground level
conditions and about 36 for burial conditions. This is due to
the larger effective volume the water molecules occupy at
higher temperatures.

On the other hand, the stability of the double layer hydrate
differs from that one of the single layer. For both conditions
studied, it was seen that the double layer collapses to form
the single layer for vapor pressures undepg.#h addition,
this double layer was found to be unstable for burial depth

Once obtained, the clay will not swell at all.
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Abstract: The hydrogen bonded structure and dynamics of liquid—vapor interfaces of aqueous
methanol solutions of varying compositions are investigated by means of molecular dynamics
simulations. The dynamical aspects of the interfaces are investigated in terms of the single-
particle dynamical properties such as the relaxation of velocity autocorrelation and the
translational diffusion coefficients along the perpendicular and parallel directions and the dipole
orientational relaxation of the interfacial water and methanol molecules and also in terms of the
relaxation of water—water, water—methanol, and methanol—methanol hydrogen bonds at
interfaces at 298 K. The results of the interfacial dynamics are compared with those of the
corresponding bulk phases. The inhomogeneous density, anisotropic orientational profiles,
surface tension, and the pattern of hydrogen bonding are calculated in order to characterize
the location, width, microscopic structure, and the thermodynamic aspects of the interfaces and
to explore their effects on the interfacial dynamical properties of water and methanol molecules.

1. Introduction show many interesting nonideal behavior in terms of both
A detailed knowledge of the molecular properties of liquid ~ their equilibrium and dynamical propertiés? Mixing of
vapor interfaces of molecular liquids is important in the methanol with water causes ;tructural changes in the liquid
understanding of equilibrium and dynamical aspects of due to rather strong |_nterac.t|ons of water with the alcohol
various chemical processes that occur at such interfaces. Théholecules. Several simulations have been carried out on
present paper deals with the equilibrium and dynamical dilute solutions of methanol in watét:1® In particular, we
behavior of liquid-vapor interfaces of aqueous methanol Note the Monte Carlo study of Jorgensen and Matiurao
solutions of varying composition. Monohydroxyl alcohol ~ Used a methanol potentiékith explicit methyl hydrogens
water mixtures are interesting not only because of their © study the solvation and conformation of methanol in water.
ubiquitous nature but also due to their importance as model The preferred conformation of a methanol molecule in water
systems. The amphiphilic nature of alcohol molecules makesWas found to be staggered, and the water molecules were
them excellent probes for studying the structure of aqueousfound to form a cage around the methyl group. Subsequently,
solutions since they strongly interact with water through €xperimental studies based on neutron diffraction and
hydrogen bonding. Also, depending on the size of their alkyl isotopic substitution provided a detailed description of the
groups, the alcohol molecules perturb the water structure structure of a hydration shell around a methanol molegule.
through hydrophobic hydration as well. The molecular The water molecules were found to form a loose hydrogen
structure of liquid water consists of a tetrahedral network of bonded shell around the methanol at a carbon-to-water
hydrogen bonds. X-ray and neutron diffraction studies of distance of~3.7 A supporting the picture of cagelike
liquid methandl2 have shown that each methanol molecule hydration of methanol in aqueous solutions.

engages in approximately two hydrogen bonds giving rise  There have also been a number of simulation studies on
to a chainlike structure similar to that found in the solid state. water—methanol mixtures of higher methanol concentrations
The chainlike structure has also been found in recent first in bulk liquid phase$® 2> However, studies of liquietvapor
principles simulations of liquid methandWhen mixed with interfaces of watermethanol mixtures have received rela-
water, it has been found that the watenethanol mixtures  tively less attention. Matsumoto et4lstudied the structural

10.1021/ct050098d CCC: $30.25 © 2005 American Chemical Society
Published on Web 10/12/2005
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and thermodynamical aspects of ligtidapor interfaces of ~ Table 1. Values of the Lennard-Jones and Electrostatic
water—methanol mixtures for a wide range of concentrations Interaction Potential Parameters of Water and Methanol

by using molecular dynamics simulations. They reported that atomfion o (A) e (kcal/mol) charge (e)2
the outermost layer of the interface is saturated with methanol

) water (SPC/E model) O 3.169  0.1554 —0.8476
even at low bulk concentrations of methanol. They also found H 404238
that the d.en.sny of water is enhanced as compared to thecihanol (H1 model) CHs  3.861  0.1823 10.297
bulk density just inside the adsorbed methyl layer. The work o 3083  0.1758 —0.728
of Matsumoto et at® involved nonpolarizable models for H +0.431

both water and methanol molecules. Very recently, polariz-
able models have also been employed to study the keuid
vapor interfaces of pure methafblnd also of water function of the interfacial water and methanol molecules.
methanol mixtured® These studies provided information on The dynamical properties of the interfaces are compared with
the variation of dipole moment across the interfaces which those of the bulk phases. In addition, we have also calculated
otherwise could not be obtained by using nonpolarizable the inhomogeneous density and orientational profiles, surface
models. tension, and also the distribution of hydrogen bonds as the
The experimental studies of the molecular orientational dynamical properties of the interfaces are intimately related
behavior of liquid-vapor interfaces primarily involve the to these equilibrium quantities. Also, the density profiles help
surface specific methods such as second harmonic generatiotis to characterize the location and thickness of the interfaces.
(SHG) and sum frequency generation (SFG). These methods The outline of the present paper is as follows. The details
have been used to investigate molecular orientation at a wideof the simulations including the construction of the interfaces
variety of interfaces involving pure water or aqueous and their characterization in terms of density profiles are
solutiong®*% including water-methanol mixture$?-3! It was presented in section 2. Calculations of interfacial structures
found that the orientational order of methanol molecules at and surface tensions are described in section 3. In section 4,
the surface of watermethanol increases with a decrease of we have discussed the hydrogen bond patterns in the bulk
methanol concentration. Very recently, Rao and co-wofRers liquid and at the interfaces, and section 5 deals with the
investigated the surface composition of watalcohol simulation results of the single-particle dynamics at the
mixtures by a combination of molecular beam and mass interfaces. The results of hydrogen bond dynamics are
spectroscopic measurements. In this study, which was thepresented in section 6, and our conclusions are briefly
first direct experimental verification of surface enrichment, summarized in section 7.
alcohols of varying chain length were considered including
methanol. The surfaces were found to be enriched by alcohol2. Details of Models, Simulation Method, and
as compared to the bulk liquid composition, and the extent Construction of the Interfaces
of enrichment was found to depend on the chain length of We have carried out molecular dynamics simulations of the
the alcohol molecules. Even for the mixture of water with liquid—vapor interface of watermethanol mixtures at 298
the shortest alcohol of methanol, the surfaces were found toK. We have used the H1 model for methanol molecdles.
be enriched by the alcohol molecules. In this model, the methanol molecules are modeled as rigid
We note that all the existing theoretical and experimental objects with three interaction sites for short-range Lennard-
studies on liquig-vapor interfaces of watemethanol Jones and long-range Coulomb interactions. The methyl
mixtures deal with their structural and thermodynamical group is considered as a united atom with a single interaction
properties. The dynamical properties, both of single mol- site. The water molecules are characterized by the SPC/E
ecules and hydrogen bonded pairs, at the ligwiapor potential’® In these models, the interaction between atomic
interfaces of watermethanol mixtures have not yet been sites of two different molecules is expressed as
investigated. We note that, for watemethanol mixtures,
the dynamics of the interfaces is expected to be intimately U (r 1) = A 9p 12 I 6 n 995
related to the structure and energetics of hydrogen bonds apilar 1p b o
that are present at such interfaces. Thus, it would be
worthwhile to make a detailed molecular-level investigation wherer, is the distance between the atomic siteand,
of the hydrogen bonding and dynamical properties of liguid  and g, is the charge of thexth atom. The Lennard-Jones
vapor interfaces of watermethanol mixtures. The present parameters,; ande,; are obtained by using the combination
work makes a contribution toward this end. rulesoes = (0o + 0p)/2 andeqs = /e €5 The values of the
In this work, we have carried out molecular dynamics potential parameterg,, 0., ande, for methanol and water
simulations of liquid-vapor interfaces of watemmethanol are summarized in Table 1.
solutions at varying composition. Our main focus has been We first carried out a bulk simulation in a cubic box of
to calculate the hydrogen bond and dynamical properties such864 molecules, periodically replicated in all three dimensions.
as the average number of hydrogen bonds per molecule inThe box length. was adjusted in such a way that the pressure
different regions, the lifetimes of hydrogen bonds, the would be close to the atmospheric pressure at 298 K. After
relaxation of the perpendicular and parallel components of this bulk solution was properly equilibrated, two empty boxes
velocity autocorrelation function and diffusion, and also the of equal size were added on either side of the original
relaxation of single-particle dipole orientational correlation simulation box along the-direction, and this larger rectan-

a e represents the magnitude of electronic charge.

)
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gular box (of dimensiorL x L x 3L) was taken as the _0036r oo [ & i ®
simulation box in the next phase of the simulation run, and 7_ g4 ™ Fm™

the system was reequilibrated by imposing periodic boundary —~
conditions in all three directions. This resulted in a liquid & 0012
slab of approximate width separated by vacuum layers of 0t — '
approximate width . Some of the molecules were found 0.036
to vaporize to the empty space to form a liguihpor o
interface on both sides of the liquid slab. In the simulations, “=
the long-range electrostatic interactions were treated by using g
the three-dimensional Ewald meth#dThe real space part 0
of the Ewald summation was calculated by using the 0.036
minimum image convention, and the short-range Lennard- ™
Jones interactions were calculated by using a spherical cutoffe<
at distancd./2. We employed the quaternion formulation of =~ & 0.012
the equations of rotational motion, and, for the integration 0
over time, we adapted the leapfrog algorithm with a time
step of 10 s (1 fs). MD runs of 500 ps were used to _~
equilibrate each system in the bulk phase, and then thess 0024
liquid—vapor interfacial systems in rectangular boxes were = 0.012
equilibrated for 500 ps. During the equilibration, the tem- < 0 L
perature of the simulation system was kept at 298 K through —44 “ -4 -n
rescaling of the velocities. The simulations of the interfacial
systems were then continued in a microcanonical ensemblerjg,re 1. Number density profiles of liquid—vapor interfaces
for another 1 ns. The interfaces were found to be stable overgf water—methanol mixtures of varying composition. Solid
the simulation time. The density, orientational profiles, curves representing water and dashed curves are for metha-
surface tensions, hydrogen bonds, and the dynamical propernol.
ties of the interfaces were calculated during the last produc-
tion phase of the simulations.
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3. Interfacial Structure and Surface Tension

We calculated the number density profile of watarethanol
mixtures for various concentrations of methanol as a function
of zby computing the average number of molecules in slabs
of thicknessAz = 0.05 A lying on either side of the central )5 L
plane atz = 0, and the results are shown in Figure 1. It is -0 0.25 0.5 0.75 1

seen that the methanol molecules have a higher propensity m

of staying in the interfacial region than water molecules Figure 2. Interfacial thickness as a function of the mole

thickness (?X)

which is in agreement with the experimental restfitShe fraction of methanol.
preferential presence of methanol molecules at interfaces is _ o
further discussed in the later part of this section. function, are to be multiplied by a factor of 2.1972*°'to

The thickness of a liquidvapor interface has been defined ~9et the corresponding results of the-9I interface thickness
in the literature in different ways: By fitting the inhomo- Which are then readily comparable to the results of the
geneous density distribution to a hyperbolic tangent func- Present study. We also note that the observed changes of
tion®51or to an error functiot#53or by finding the distance ~ the number densities at interfaces have contributions both
over which the number density decreases from 90% to 10% from intrinsic changes of density profiles and also from
of the bulk liquid density4-56 The last definition is used in ~ broadening due to capillary wave fluctuations as allowed by
the present work to calculate the width of the liguicapor  the length and time scales of the present simulafigfis’ 58
interfaces, and the results are shown in Figure 2 for varying Thus, both intrinsic density changes and surface waves
mole fractions of methanol. The thickness of the interfaces contribute to the lower number density in the interfacial
is found to increase with increasing methanol mole fractions regions. We can now make a more precise analysis of the
which can be attributed to weaker interactions and higher enrichment of the interfaces by methanol or water molecules
volatility of methanol molecules. For pure methanol, the by plotting the mole fractions of water and methanol
present result of the interfacial thickness is very close to the molecules at interfaces, defined as the-20 regions as
result of ref 27 where a polarizable model of methanol was described above, against that of the bulk liquid phases. Such
used. For watermethanol mixtures also, the present results plots are shown in Figure 3. It is clearly seen that that the
of interfacial thickness agree rather well with the corre- interfacial regions are enriched by methanol molecules. We
sponding results of polarizable model calculations of ref 28. note that the results of Figure 3 can be readily compared
Note that the interfacial thicknesses of ref 28, which were with the experimental results of Figure 6 of ref 46 where a
obtained by fitting the density data to hyperbolic tangent similar surface enrichment by methanol molecules was found.
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correspond to the equal mole fractions of the interfacial and
cos 6 cos 0

bulk liquid phases.
Figure 4. The probability function of the orientation of water

We note that, in Figure 3(an denotes the mole fraction of dipole vectors in the interfacial (dashed) and bulk (solid)
methanol in the bulk liquid region as obtained from the regions for different mole fractions of methanol. 6 is the angle
simulated densities. For low methanol mole fraction, the Petween the water dipole vector and the surface normal.

value ofx,Ln is found to be slightly smaller thax, which is 0.03 —r—

the methanol mole fraction for the entire simulation system. S @ 1
This difference arises due to surface activity of methanol 2 L |
molecules and finite size of the simulation systems. For = oorp |
macroscopic systems, of course, this difference would be oL v
negligibly small. 0.03 ————— S ——
We describe the orientation of a water molecule in terms _ [ ™ %% @ [meos ©
of the anglef that the molecular dipole vector makes with 2 - ‘\— - g
the surface normal alongaxis. We have calculated the £ 00ty I ]
orientational probability by dividing the angular region of ol . L L
cod®) = —1to+1 into 60 bins of equal width and computing 0.03 ———— ) PUNS S
the average number of molecules found in a given bin. In_ [ "~ %14 ] [ 090 |
Figure 4, we have shown the results of the normalized Z - o A
probability functionP(co®) as a function of cas for both = oo 1T 1
interfacial and bulk water molecules at various methanol ol : — e
concentrations. In the bulk phase, the probability function, 0.03 ———— N N
as expected, is found to be uniform. Clearly, there is no - Xp=025 /,,--—»\\(c) 1 Fxy=1 @ |
preferred orientation of the water molecules in the bulk phase & 002y - R E——— |
of the liquid slabs as one would expect. In the interfacial Q@_ 001 | 1 ]
region, however, the probability function is nonuniform o]

which shows an orientational structure of the interfacial
molecules. For pure wateP(cod) is maximum at around

cod®) = 0 which means that water molecules at the interface
prefer to orient with their dipoles parallel to the surface. One
hydrogen atom projects into the liquid sides of the interface
and other projects toward the vapor side of the interface.
With an increasing methanol mole fraction, the angle

increases which indicates that the dipole vector is tilted angle that the above bisector vector makes with the surface

Figure 5. The probability function of the orientation of the
bisector of the angle formed by the O—C and O—H bonds of
a methanol molecule in the interfacial (dashed) and bulk (solid)
regions for various methanol mole fraction. 6 is the angle
between the bisector and the surface normal.

toward the liquid phase. normal. The orientational distribution of pure methanol is
In Figure 5, we have shown the probability function of broad, and the maximum &f{co®) appears at around ads
the orientation of the vector that bisects the @—H angle = 0.25 which indicates that the angle between©vector

of a methanol molecule in the interfacial and bulk regions. and surface normalf() is about 22. This means that the
The orientation of a methanol molecule is described by the methyl group is projecting toward the vapor side and the
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80 ——— . . adsorbed at the surface, a small amount of methanol has a
— 60‘*\\ ] rather large effect in reducing the surface tension. We also
§ \ . note that in the present study, the Lennard-Jones interactions
g, 40 ] are truncated at/2 wherelL is the box length. Previous
< 2 studie§>®¢:62have shown that this potential truncation can
- underestimate the calculated surface tension to some extent.
0602 04 06 08 1 For example, the calculated surface tension of pure water at
*m 298 K for SPC/E model was found to increase from about
Figure 6. Surface tension vs mole fraction of methanol. 62 to 70 upon inclusion of the tail correctiotfsFor the
Simulation data (open squares) are compared with experi- present systems also, we expect that similar tail corrections
mental data (dashed curve) or refs 60 and 61. Diamond would improve the agreement between calculated and
represents the simulated surface tension value of pure water experimental results of the surface tension.

ith tail ti f 55). o
with tail correction (ref 55) 4. Hydrogen Bond Distribution at Interfaces

hydroxyl hydrogen is pointed toward bulk liquid phases. This Following earlier studies on hydrogen bonds in water and
molecular orientation is also confirmed by a calculation of aqueous solution; ¢ we have used a set of geometric
the orientation of the ©H vector of interfacial methanol criteria to define the presence of a hydrogen bond between
molecules with respect to the surface normal. For example,two molecules. Two water molecules are taken to be
for xn = 0.022, the methanol ©H vector makes an angle  hydrogen bonded if their interoxygen distance is less than
of about 115 with the surface normal which clearly shows 3.5 A and simultaneously the hydrogeaxygen distance is
that the hydrogen is pointed inward. The ordering of surface less than 2.45 A and the oxygenxygen-hydrogen angle
methanol molecules increases with a decreasing methanois less than a cutoff value of 45A hydrogen bond between
concentration. At very low concentration of methangh (  a water molecule and a methanol molecule exists if their
= 0.022) the value of the angl is 5.7 which is consistent  interoxygen distance is less than 3.3 A and simultaneously
with the findings of experiments performed by Wolfrum, the hydroger-oxygen distance is less than 2.4 A. The cutoff
Graener, and Laubereau using the infrared-visible sum-value of the oxygeroxygen-hydrogen angle is again 45
frequency generation technigéfeThey reported that the A hydrogen bond between two methanol molecules occurs
value of¢ is less than 40for pure methanol, and the polar if their interoxygen distance is less than 3.5 A and simul-
order of methanol molecules at the surface 06OH—H0 taneously the hydrogeroxygen distance is less than 2.6 A.
increases with a decreasing methanol concentration. At low Again, the cutoff value of the oxygeroxygen-hydrogen
methanol concentrationx < 0.1) the value ob' was found angle is the same as for the watevater and water
to be approximately zer®. methanol hydrogen bonds. The oxygexygen and hydro-
We calculated the surface tension by using the following gen—oxygen distances are determined from the positions of
virial expression which is obtained from the well-known the first minimum of the corresponding radial distribution
Kirkwood—Buff theory*® functions of the liquid mixtures. Following previous nomen-
clature in the context of watewater hydrogen bond$,we
_1 au_aﬂi(r voo—3 )D @) have used a “less strict” definition of the hydrogen bonds in
"ToA L &0r s T iap % the present study. The quantities of interest are the percent-
agesf, of water or methanol molecules that engagenin

whereug is the interaction energy between siteand of hydrogen bonds and the average number of hydrogen bonds
molecules andj, rj andz; are the centers of mass distance per moleculenyg. Here we have calculated the above
and the distance alormdirection between moleculesand guantities for three types of hydrogen bonds: wateater

j, andr.g andz,s are the corresponding distances between (ww), water-methanol (wm), and methareiethanol (mm).
sitesa. and 3. A is the total surface area which is equal to In Figure 7, we have shown the variation of the number
2L2. We calculated the summations in the above expressionof hydrogen bonds per molecule with a change of methanol
at each MD step, and finally the averaging was done over concentration in bulk liquid phases and also at interfaces.
the total number of MD steps that were run during the For pure water, in the bulk liquid phase, the majority of water
production phase of the simulations. The standard deviationsmolecules participate in four hydrogen bonds, whereas, in
of the surface tension data, which were calculated by usingthe liquid—vapor interfacial region, most of the molecules
block averages over 100 ps, are about 4.5% of the averageare found to have either three or two hydrogen bonds. The
values reported. It is found that the surface tension decreasesiverage number of hydrogen bonds per water molecule is
with an increase of methanol concentration. At all the also significantly smaller than that in the bulk liquid phase.
methanol concentrations, our calculated values of the surfaceThis smaller number of hydrogen bonds at the vapoater
tension are somewhat lower than the experimental values.interfaces is likely due to the lower density and the presence
In Figure 6, we compare the calculated surface tension of vapor (essentially vacuum) on one side of the liquid. Now
values,y, for various mixtures with the available experi- with the increase of methanol concentration, the numbers
mental resul®-®1at 300 K. Although the calculated surface of ww (waterwater) and wm/m (watermethanol per
tension values are somewhat smaller than the experimentamethanol) hydrogen bonds decrease and that of wm/w
ones, the dependence on the composition of the mixtures is(water—methanol per water) and mm (methanatethanol)
rather similar. Since the methanol molecules are strongly increases. We note that the average number of mm hydrogen
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Figure 7. Variation of the number of hydrogen bonds per
molecule at various methanol concentrations: (a) is for the
bulk liquid region and (b) is for the interfacial region.

bonds in the interfacial region is higher than that in the bulk
liquid up to xn = 0.90 which clearly indicates that the

methanol molecules are strongly adsorbed at the surface.

Abovex, = 0.90 the average number of mm hydrogen bonds
in the bulk liquid region is higher than that in the interfacial
region. Figure 8 shows the fraction of molecules with
number of hydrogen bonds in bulk liquid and at the
interfacial region for a 50:50 mixture of water and methanol.
It is seen from Figure 8(b) that the number of wm hydrogen
bonds per water molecule is somewhat higher in the
interfacial region than that in the bulk liquid which can again
be attributed to the higher population of methanol molecules
in the surface region.

5. Diffusion and Orientational Relaxation of
Interfacial Molecules

In this section, we report the single-particle dynamical
properties of water and methanol molecules at the liguid

vapor interfaces that we have calculated in the present work.

An important issue concerning the dynamics of an interface
is as follows: How different the dynamics of the interface

is compared to that of the corresponding bulk phases. The

dynamical behavior of interfacial molecules is expected to
be different from bulk molecules both translationally and
rotationally. Also, the translational motion of molecules at
the interface can be highly anisotropic in contrast to the bulk
molecules which move in an isotropic environment. In view
of this anisotropic aspect, we have separately calculated th
perpendicular and parallel components of the translational
diffusion. We have also calculated the dipole orientational
relaxation of both the interfacial and bulk molecules.

We denote thexth component of velocity of a molecule
by ve(t) (0 = X, y, 2), and its normalized autocorrelation
function C,(t) is defined by

[3,(1) 2,(0)0]

@0 )

C,.() =
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Figure 8. The fraction of molecules with n the number of
hydrogen bonds in bulk liquid (open squares) and at the
interfacial region (crosses) for a 50:50 mixture of water—
methanol.

where[:--[denotes an equilibrium ensemble average. In these
calculations, the average of eq 3 is carried out over those
molecules which are found in the interfacial region at time
0 and also at time.

We have also calculated the diffusion coefficiént (o
=X, Y, 2) from the velocity-velocity autocorrelation function
by using the following relation

KeT oo
D=~ [, Cualt)ct (4)
wherem is the mass of a molecule akg is the Boltzmann
constant. The anisotropic nature of the translational motion
is clearly illustrated in Figure 9 where we have shown the

diffusion coefficient values in the parallek)(and perpen-

dicular () direction of the interface, and the values are

compared with their corresponding bulk liquid values at
different mole fractions of methanol. We have also shown
the experimental bulk diffusion coefficient values for both
water and methanol molecules as reported in refé¢ B At

low concentration of methanol (upkg = 0.25) the diffusion
coefficients of both water and methanol in the bulk liquid
region decreases which indicates that there is significant
interaction between the water and methanol molecules.
Above Xy, = 0.25 bothDP"(H,0) andD""*(CH;OH) begin

to increase. At low methanol concentrations, the methanol
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Figure 9. Diffusion coefficients as functions of methanol mole
fraction: Open squares are for bulk liquids, open triangles
are for diffusion coefficients at the interfacial z-direction, and
crosses are for the interfacial x-direction, and plus signs and
diamonds are experimental data from refs 8 and 10.

Figure 10. The dipole orientational relaxation times of (a)
water and (b) methanol molecules in the interfacial (dashed
line) and bulk regions (solid line) at various methanol mole
fractions.

is rather strongly hydrated by a cage of water molecéfés g nctions. The orientational relaxation time of interfacial

leading to a retardation of their diffusion. At a high mgjecules is found to be shorter than that of bulk molecules
concentration of methanol, there are an insufficient number 5, 511 methanol mole fractions considered here. We note
of water molecules present to form the hydration shells of 4t the density of molecules is low in the interfacial region,
all the methanol molecules. Thus, the relative importance gnq also the interfacial molecules have less number of
of the strength of watermethanol interactions decre_ase;, hydrogen bonds and that they essentially do not have any
and, as a result, we observe an increase of the diffusiongqyation shell on the vapor side of the interface. Because
coefficients. The diffusion coefficients of both water and ¢ these reduced density, less number of hydrogen bonds
methanol molecules along thedirection at the interface 54 incomplete solvation effects, a molecule in the interfacial
(parallel diffusion) follow the same trend as that of the yegion experiences less rotational friction than that in the
corresponding bulk liquid values with the minimum of the p, |k phase leading to a faster rotational relaxation of
diffusion coefficient values appearingsaf = 0.25. Forthe  jnterfacial molecules. We note that similar faster relaxation
perpendicular diffusion at interfaces, however, the minimum ¢ the interfacial molecules than the bulk ones were also
occurs aim = 0.14 for both water and methanol molecules. pserved for liquie-vapor interfaces of pure water and

We note that, for pure water, the relative changes of the 5qyeous ionic solutiorf8 Figure 10 shows that the rotational
diffusion coefficients between the bulk and interfacial regions .y rejation times of methanol molecules has a maximum at

are qualitatively similar to the results obtained by Liu €al. %m = 0.50 for the bulk liquid region and at, = 0.25 at the

who used the method of survival probabilities to calculate jnterface. For water molecules. the maximum appears, at

the diffusion coefficients. o = 0.50 for the interfacial region, but, for the bulk liquid
The rotational motion of a molecule at liquidapor region, the orientational correlation time of water increases

interfaces is investigated by calculating the time dependencengnotonically with an increase of methanol concentration.

of the self-dipole correlation function

_ [Aa®w@)0
R(0YD

6. Dynamics of Hydrogen Bonds at

Interfaces

The dynamics of hydrogen bonds in the interfacial and bulk
whereu(t) is the dipole vector of a molecule at timeThe regions are investigated by calculating the so-called continu-
results ofC,(t) are shown in Figure 10 for both interfacial ous hydrogen bond time correlation functiéhé”¢°and the
and bulk water and methanol molecules at varying methanol average lifetimes of hydrogen bonds. We have calculated
concentrations. It is seen that the orientational relaxation atthese dynamical properties for watewater, water-metha-

the interface occurs at a faster rate than that in the bulk. Wenol, and methanetmethanol hydrogen bonds where both
define the orientational relaxation timgas the time integral ~ molecules are in the same region, interface or bulk, and also
of the orientational correlation function for inter-region hydrogen bonds where one molecule of the
bonded pair is in the interface and the other is in the adjacent
layer on the bulk side. For convenience, we denote the
interfacial region as region | and the bulk region as region
where we have calculated the integral explicitly up to 4 ps Il.

by using the simulation data @,(t), and the contribution To calculate the hydrogen bond dynamics, we first define
of the tail part is obtained by using the fitted exponential two hydrogen bond population variable@) andH(t): h(t)

C.0 (®)

7,= [ C,(0) dt (6)
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bonds. £ Ll Ty
is unity when a particular tagged pair of water molecules is i |
_3 1 L 1 1 1

hydrogen bonded at time, according to the adopted 0 1 2 3

definition as described earlier and zero otherwise. The Time (ps)

function H(t) is unity if the tagged pair of water molecules  Figure 12. The time dependence of the correlation function
remains continuously hydrogen bonded frors O to time Su(f) for ww, wm, and mm hydrogen bonds for x, = 0.25.
t, and it is zero otherwise. We define the continuous hydrogen Different curves are as in Figure 11.

nd tim rrelation functi 1-64,66
bond time correlation functiofie(t) as Table 2. Lifetimes and the Energies of Water—Water

Ss(t) = H(O)H(t) O 7 (ww) Hydrogen Bonds for Different Mole Fractions of
Methanol?
where[d--[denotes an average over all hydrogen bonds that X region i =
are present at= 0. Clearly,Sys(t) describes the probability 0.0 - 1.50 _1074
that a Water_pa|r, which was hydro_gen bor_1dec_t at 0, - 0.80 _18.65
remains continuously bonded up to timé he time integral -1 1.35 _18.72
of this function describes the average time that a hydrogen g5 = 228 —20.20
bond survives after it is chosen at time 0. We denote the =1l 115 ~19.20
integral byryg and call it the average hydrogen bond lifetime. n—1l 1.68 —19.28
We note, however, that since the hydrogen bonds are chosen  0.50 -1 2.75 —20.46
randomly without keeping any condition on when they were -1 1.35 —19.63
created, the integral &s(t) should more appropriately be -1 2.10 —19.83
called the average persistence time of a randomly chosen  0.75 Il 3.13 —20.60
hydrogen bond4 1=l 1.43 —20.45
In Figure 11, we have shown the decay Sfs(t) for = 2.70 —20.60
different regions of the liquietvapor systems for pure water @The relaxation times are expressed in units of ps, and the

and pure methanol. The corresponding results for water hydrogen bond energies are expressed in units of kJ/mol.

water, water-methanol, and methanemethanol hydrogen  bonds in this region are found to be relatively stronger and
bonds in watermethanol mixture withx, = 0.25 are shown  hence live longer. Besides, as noted eaffighe rate of

in Figure 12. The results afys for all the systems studied relaxation of hydrogen bonds also depends on the number
here are included in Tables-2. The relaxation 0§s(t) is of adjacent but non-hydrogen-bonded water (or methanol)
found to be somewhat slower at liquigtapor interfaces = molecules. The higher the number of such non-hydrogen-
compared to the corresponding relaxation in the bulk phases.bonded adjacent molecules, the faster would be the relaxation
An insight into this different relaxation behavior of interfacial because these molecules can take a new hydrogen bond and
and bulk hydrogen bonds can be obtained from the energeticshus help in breaking the original hydrogen bond. Since the
of these hydrogen bonds which are also included in Tablesnumber of such non-hydrogen-bonded adjacent molecules
2—4. The hydrogen bond energies are found to be mostin the interfacial regions is smaller than that in the bulk
negative when both molecules are at the interface, whereadiquids, the hydrogen bonds at the interfaces relax at a slower
they are least negative when one molecule is at the interfacerate than those in the corresponding bulk liquid phases. An
and the other one is in the bulk liquid. Thus, although the interesting dynamical behavior is found for the dynamics of
number of hydrogen bonds in the liquigtapor interfacial those hydrogen bonds where one molecule of the bonded
region is less as reported in Figures 7 and 8, the hydrogenpair belongs to the interface (region I) and the second one
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Table 3. Lifetimes and the Energies of Water—Methanol varying composition. Simulations are carried out at room
(wm) Hydrogen Bonds for Different Mole Fractions of temperature, and various interfacial properties that are
Methanol” calculated include density and orientational profiles, intrinsic
X region THB Eng width of the interfaces, surface tension, structure and
025 I 160 20.20 dynamics of hydrogen bonds, molecular diffusion, and
Il 105 1905 orientational relaxation of both water and methanol mol-
- 1.25 -19.13 ecules.
0.50 I 1.92 —20.80 It is found that the orientational distribution of the dipole
-l 1.10 —-19.54 vector of interfacial water molecules changes with a change
=l 1.50 —19.64 of methanol concentration. The orientational ordering of
0.75 - 2.22 —21.60 methanol molecules at the surface ofHCH;0H is found
1= 1.28 —20.07 to increase with a decrease of methanol concentration. At
= 1.80 —20.12 the interface, methanol molecules orient in such a way that
2The relaxation times are expressed in units of ps, and the the hydrophobic group seems to be oriented out of the surface
hydrogen bond energies are expressed in units of kJ/mol. plane which is in good agreement with the experimental
Table 4. Lifetimes and the Energies of results. The width of the interfaces, which is calculated by
Methanol—Methanol (mm) Hydrogen Bonds for Different using the 90%10% rule, is found to decrease, and the
Mole Fractions of Methanol? surface tension is found to increase with a decrease of the
X region THB = methanol mole fraction. Although the surface tension values
calculated in the present study are somewhat lower compared
0.25 I 2.36 —20.02 : . . .
- 130 1897 to the e_x_perl_mental \_/al_ues, the trend pf its variation with
=1l 1.40 —19.05 cqm_pos!tlon is very similar to the experimental results. The
0.50 - 208 2024 distribution of different types of hydrogen bonds (ww, wm,
-1l 1.40 ~19.40 and mm) and the total number of hydrogen bonds per
= 1.95 ~19.55 molecule are also calculated in both bulk liquid and
0.75 =1 4.13 —-20.32 interfacial regions.
=1 1.52 -19.72 The translational motion of water and methanol molecules
=l 2.50 —19.98 is found to be highly anisotropic in the interfacial regions.
1.0 - 3.57 —20.27 The nonideal diffusive behavior with a variation of the
il 1.75 —19.92 methanol concentration is also found for interfacial diffusion
= 3.25 —20.10 where the minimum appears at a lower bulk methanol
@The relaxation times are expressed in units of ps, and the concentration because of the enrichment of the interfaces

hydrogen bond energies are expressed in units of ky/mol. by methanol molecules. The rotational correlation times of

methanol has a maximum &t = 0.75 at the bulk regions
andx, = 0.50 at the interface. For water, the orientational
relaxation time increases monotonically with an increase of
methanol concentration in the bulk region with no maximum.
However, a maximum of the orientational relaxation time
of interfacial water molecules is found &t = 0.50. We
have also investigated the dynamics of wateater, water-
methanol, and methaneimethanol hydrogen bonds at liquid
vapor interfaces and also in the bulk liquid phases. For all
the systems, the relaxation of hydrogen bonds in the
interfacial region is found to occur at a somewhat slower
rate than that in bulk liquid. However, the dynamics of those
hydrogen bonds which connect interfacial molecules to its
adjacent layer on the bulk side is found to be faster than
even the bulk hydrogen bonds. Correlations of these dynami-
cal results with the energies of hydrogen bonds in different
regions of the liquie-vapor systems are also explored. In
addition, variation of the average lifetimes of different
hydrogen bonds with composition of the watenethanol
mixtures is also investigated.

In the present work, both water and methanol molecules
) are modeled as nonpolarizable molecules with fixed partial
7. Conclusion charges on various atomic sites. The solvent and solute
We have performed molecular dynamics simulations to molecules at liquietvapor interfaces, however, encounter
investigate the various equilibrium and dynamical properties varying environments, and hence the degree of polarization
of liquid—vapor interfaces of watemrmethanol mixtures of  of individual molecules can vary significantly across such

to its adjacent region, i.e., region Il. The dynamics of these
inter-region hydrogen bonds are found to be faster than even
those in the bulk phase. It is seen from Figures 7 and 8 that
the hydrogen bond environment of different regions are
different to some extent. The energetic data of Table 2 show
that the energies of these inter-region or interenvironment
hydrogen bonds are higher (least negative) than the corre-
sponding intra-region hydrogen bonds for the bulk or
interfacial zones. Thus, the hydrogen bonds that connect
water molecules of two different regions or environments
are found to be energetically weaker and hence relax at a
faster rate than those belonging to a single region, either
interface or the bulk. With an increase of methanol concen-
tration, the average hydrogen bond lifetimgg) of ww and

wm bonds increases in all three regionsl(l—I1l, and [I—

I1), and this behavior is also supported by hydrogen bond
energies. For mm hydrogen bonds, with increasing methanol
mole fractionstyg increases in the H1l and I-Il regions,

but therys values atx, = 1.0 are slightly lower than the
corresponding values fog, = 0.75 for the I region.
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interfaces. Thus, the polarization effects can play an impor-
tant role in determining the equilibrium and dynamical
properties of liquid-vapor interfaces as has been shown in
some of the recent theoretical studies on aqueous ionic
solutions with large halide iond:7? In the context of the
liquid—vapor interfaces of watemmethanol systems, we note
two recent studieg?8where structural and thermodynamics
aspects of such interfaces were examined by using polariz-
able models of water and methanol molecules. The inho-
mogeneous density and orientational profiles of the inter-
faces, including their dependence on the composition of the
mixtures, for the polarizable models are found to be similar
to the results of nonpolarizable models presented here. The
thickness of the interfaces as found in these stdtiéss

also rather close to the results of the present study as
discussed in section 3. The dynamical aspects of the hkguid
vapor interfaces of watemmethanol mixtures have not yet
been investigated by using polarizable models. For the
hydrogen bond dynamics at pure water surfaces, a recen
study® has shown that many-body polarization effects can
alter the relative time scales of relaxation of interfacial and
bulk hydrogen bonds. Thus, it would be a worthwhile
exercise to employ polarizable models to investigate the
single-particle and hydrogen bond dynamical properties of
liquid—vapor interfaces of watemrmethanol mixtures. There
are several methods to account for the polarization effects
in molecular dynamics simulations such as the fluctuating
charge model®7* the model of dipoles on atomic sités,
the self-consistent reaction field methcand the charge-
on-spring model”"®We are currently developing polarizable
models for different polyatomic molecules using the charge-
on-spring model?:”® and we hope to address the issue of
many-body polarization effects on interfacial dynamics of
water—methanol mixtures in a future publication. Also, in
the present study, we have looked at the self-diffusion
coefficients of bulk and interfacial molecules. It would also
be worthwhile to study the mutual and distinct diffusion
coefficientg® 8 of water and methanol molecules in the bulk
and interfacial regions. Such studies would reveal valuable
information on the pair dynamics of these molecules which,
in turn, would help us to investigate the tendency of these
molecules to locally associate or demix, i.e., to create local
heterogeneity, as one moves from the bulk to the surface
regions.
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Abstract: We have studied the convergence properties of embedded and constrained cluster
models of proton transfer in zeolites. We applied density functional theory to describe clusters
and ONIOM to perform the embedding. We focused on converging the reaction energy and
barrier of the O(1) to O(4) jump in H=Y zeolite as well as vibrational and structural aspects of
this jump. We found that using successively larger clusters in vacuo gives convergence of this
reaction energy to 14 + 2 kJ mol~! and the barrier to 135 + 5 kJ mol~! at a cluster size of 5 A,
which contains 11 tetrahedral (Si or Al) atoms. We embedded quantum clusters of various sizes
in larger clusters with total radii in the range 7—20 A, using the universal force field as the lower
level of theory in ONIOM. We found convergence to the same values as the constrained clusters,
without the use of reactive force fields or periodic boundary conditions in the embedding
procedure. For the reaction energy, embedded cluster calculations required smaller clusters
than in vacuo calculations, reaching converged reaction energies for quantum systems containing
at least 8 tetrahedral atoms. In addition, optimizations on embedded clusters required many
fewer cycles, and hence much less CPU time, than did optimizations on comparable constrained
clusters.

I. Introduction activity have been correlated with proton-transfer rafes)

Zeolites offer a versatile class of shape-selective catalystsS€veral intriguing discrepancies remain among experimental
for important chemical processes such as petroleum crackingProbes of proton transfer in bare zeolite®; and (iii) .
and reforming:2 Many catalytic processes in zeolites are computational methods needed to model complex reactions
activated by proton transfer from Brgnsted acid sites- Si N zeolites can be validated on this relatively simpler
OH—AL. Progress in steering such reactions would be fueled Process:~** An important issue in modeling zeolite elec-
by enhanced understanding of the mechanisms that controfronic structures is how to represent the extended nature of
proton transfer in zeolites, which can be provided by zeolites with tractable calculations. In this article, we
molecular modeling# Studying proton transfer in bare benchmark two approaches for computing the reaction energy
zeolites is important for several reasons: (i) trends in catalytic and barrier for the O(1) to O(4) proton transfer in-M

zeolite.
* Corresponding author e-mail: auerbach@chem.umass.edu. Quantum calculation_s on small clusters _have long been
' Department of Chemistry, University of Massachusetts. the staple for modeling zeolite electronic structues.
+ Department of Chemical Engineering, University of Mas- However, even when clusters are constrained to mimic the
sachusetts. target zeolite, qualitative errors can ari&e’® We found this
8 Gaussian, Inc. in our study of the O(1) to O(4) jump in HY modeled with
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a “3T” cluster ESi—0O(1)—Al(OH),—0(4)—-Si=].?4 26 Al- Their recent work on embedding clusters with their QM-
though protons are observed by neutron diffraction at O(1) Pot code is based on the following approagk:3%4%(i) use
but not at O(4%’ our O(1) to O(4) reaction energies were periodic boundary conditions for the total system; (ii) use a
found to be negligible, signaling a qualitative failing of the well-tuned molecular mechanics potential for the low level
small cluster model. In addition to ignoring long-range forces of theory, preferably one that has been fitted to electronic
and some hydrogen bonding, small clusters lack the stericstructure data obtained at the same level used for quantum
constraints that characterize adsorption in zeolites, becauseluster calculations; (iii) use a shell-model potential for the
the cluster may not represent enough of the zeolite cavity. low level, to account for some electronic polarizatiéi?

Several remedies can be considered for solving the (iv) use a reactive potential function for the low level, to
problems of small cluster models. The simplest is to use mimic energies associated with making and breaking b&ids;
progressively larger clusters in vacuo until desired properties and (v) do not electronically polarize the quantum cluster
convergel 28|t is clear that with increasing cluster size, more by its environment, to avoid double counting such polariza-
of the important local electronic and steric effects are tion which is already treated approximately at the low level.
included, while the effect of the terminating region dimin- Using this approach, Sierka and Sauer calculated reaction
ishes when it is further separated from the proton transfer energies and barriers for specific proton jumps in acidic
site. In that approach, one has the choice of fully relaxing chabazite, HY and H-ZSM-5'3 For the O(1) to O(4) jump
the clusters or imposing some geometrical constraints basedn H—Y zeolite, they obtained reaction energies in the range
on structural data. 10-22 kJ mof?! and a bare barrier of 95100 kJ mot?,

Two promising avenues for including long-range forces and found that proton transfer barriers are generally increased
are periodic quantum calculaticgfis’® and embedded by long-range force®13

clusters?* 3 The periodic approach, which is typically based e have initiated a research program modeling reactions
on density functional theory (DFT), is relatively straightfor-  catalyzed by zeolites of various chemical compositf&iGur
ward and provides the only reliable method for testing present study of proton transfer in bare zeolites represents a
approximations other than those in DFT its&iff” However,  pase case for calibrating methods for future study. To
in the present context periodic DFT calculations suffer from promote the widest applicability by zeolite modelers, we seek
two main drawbacks: they are expensive, treating all atomstg henchmark embedding methods suitable for use with all
equally, even distant spectator atoms; and they can be appliettlements without further parametrization. This represents a
only to zeolites with sufficiently small unit cells, wherein departure from the philosophy behind methods such as QM-
too many acid sites may be formed. These limitations steer Pot, which empioy reactive force fields fineiy tuned for
us to the embedded cluster approach. specific systems. This paper is our first in a series using the
The embedded cluster idea generally involves breaking apniOM embedding proceduiin the Gaussian quantum
total system (S) into an inner region (I) of chemical interest chemistry codé®4 We believe this to be a versatile
and an outer environment (O). For zeolites and other combination for modeling zeolité5“® because the imple-
covalent-network SOlidS, this partitioning inherently leaves mentation of ONIOM in Gaussian allows partitioning into
dangling bonds, requiring special methods to saturate themore than two layers and provides molecular mechanics,
bonding in I. In many implementations of embeddifiink semiempirical and ab initio methods for each level of theory.
atoms are added to the inner region, yielding a cluster (C). |n the present article, we show that reliable energies of proton
One then endeavors to simulate the cluster C with chemicaltransfer in zeolites can be obtained using smaller clusters
accuracy (hi), while modeling region O with much cheaper embedded in larger clusters and using the universal force
methods (lo). The total potential energy is then approximated field (UFF)5° a generic nonreactive force field, as the low

by level of theory. This represents progress toward a simpler
_ _ prescription for using embedding methods to model zeolite-

Eembed™ Eio(S) 1 [En(C) —~ Eo(C)] @ guest systems of arbitrary composition.
=E,(C) + [Ex(S) — E,(C)] ) We compare results from constrained and embedded

guantum clusters of the same size. In constrained clusters,

Although egs 1 and 2 are identical, they offer different terminal atoms are fixed at positions suggested by diffraction
viewpoints on embedding. Equation 1 suggests a low-level experiments, while embedded clusters are connected to larger
treatment of the total system corrected by a high-level cluster networks. We refer to these as ‘hard’ and ‘soft’ restraints,
calculation, while eq 2 implies a high-level cluster calculation respectively. By comparing clusters of the same size with
corrected by a low-level treatment of the environment. hard and soft restraints, we determine how various methods
Although the embedding approach is appealing, two main Of terminating a quantum cluster influence proton-transfer
issues about embedding in zeolite science remain generallyProperties. One might imagine that imposing hard restraints
unknown: optimal low- and high-levels of theory and Would perturb structural and vibrational properties of proton
optimal sizes of cluster C and total system S. Below we take transfer. To address this issue, we compute proton-transfer
a systematic approach at addressing this latter issue; in attempt frequencies and-AI—0O angles in most systems
forthcoming publication, we will report on optimal low- and ~ studied.
high-levels of theory for modeling proton transfer in zeolites.  In the present study we do not include electrostatic

Sauer and co-workers have published many seminalinteractions between the quantum region and its environment.
calculations of proton-transfer energies in bare zeolftes. In a forthcoming publication we will include these electro-



1234 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Fermann et al.

Figure 1. (a) 8T cluster embedded in a 53T system, also denoted 8T-16.95 A, where 16.95 A is the radius of the smallest
sphere containing the entire system, with oxygens O(1) and O(4) labeled. (b) 11T cluster embedded in a 53T system
(11T-16.95 A). (c) 16T cluster embedded in a 53T system (16T-16.95 A).

statics, incorporating charges from region O in the Hamil- of these effects through the use of geometric constraints
tonian of the quantum clusterStudying embedded clusters  placed on the cluster exterior. As outlined in the Introduction,
in this stepwise fashion allows us to disentangle mechanicalwe compare the effect of hard and soft restraints to gauge
and electronic embedding effects, thereby shedding furthertheir influence on reaction energies. (We do not include fully
light on the energetics of reactions in zeolites. relaxed clusters in our study, because they relax to rather
The remainder of this article is organized as follows: in nonzeolitic structures, especially for small clusters.) In cluster
section Il, we describe the zeolite clusters, electronic structurecalculations with hard restraints (hereafter denoted “con-
methods, and types of calculations performed. Section Il strained”), the terminal hydrogen atoms are frozen in place,
details the results and discusses their implications, and inwhile all other atoms are allowed to relax. As in our previous

section IV we give concluding remarks. work,?* this serves to mimic the covalent “footprint” of the
extended zeolite from which the cluster was clipped. Soft
[I. Computational Methods restraints are enforced by embedding a smaller cluster in a

In this section, we describe the methods used to study thelarger one (hereafter denoted “embedded”), using the Own
O(1) to O(4) proton jump in HY zeolite. First, we detail ~ N-Layer Integrated Molecular Orbitat Molecular Mechan-
the zeolite clusters investigated and the methods used tdcs (ONIOM) method in GAUSSIAN quantum chemistry
incorporate properties of an extended system. We then reviencodes?>“® The embedded clusters differ from those in the
the electronic structure methods and geometry optimization constrained cluster calculations in the placement of the
techniques emp|oyed to compute energiesy structures, anderminal hydrogens. In the case of constrained clusters, the
vibrational frequencies. terminal hydrogens are fixed in place through the entire
A. Zeolite Cluster Models. The chemical system under ~Optimization procedure, at positions determined from the
investigation is H-Y zeolite in the low-Al limit, where a crystal structure. In the case of embedded clusters, terminal
single Si atom in the entire framework is replaced with an hydrogens, also referred to as link atoms, are placed along
Al and charge balanced with a proton. The reaction in the bond vectors pointing from the last shell of atoms in the
question is an internal proton transfer between Crysta”o- cluster to the first shell of atoms in the outer ONIOM Iayer.
graphically distinct oxygen atoms, O(1) and O(4). All of our Link atom positions vary during optimization because the
models therefore feature a single Al tetrahedral site sur- outer ONIOM layer is itself flexible, except for terminal
rounded by a siliceous framework of varying size. atoms on the boundary of the total system, whose positions
We study this internal proton transfer in quantum me- are fixed at crystallographic locations.
chanically modeled clusters ranging in size from 3 tetrahedral B. Electronic Structure Methods. In an earlier study, we
centers (3T= Al + 2Si) to 22 tetrahedral centers (227 reported that constrained cluster models treated at the
Al + 21Si). We construct each cluster by clipping pieces B3LYP/6-311G(d,p) level of theory yield accurate results
from a crystal structufé of H—Y zeolite and terminating  for geometrical parameters and vibrational frequeriigée
with hydrogen atoms at appropriate distances from atomsalso found that convergence of electronic energies is best
with dangling bonds. In constrained clusters, terminal obtained through the focal point method by correcting MP2/
hydrogens are placed along the vector toward the next atom6-311G(d,p) energies with the differende[MP4/6-31G(d)]
in the zeolite framework at distances of 0.9 and 1.4 A for — E[MP2/6-31G(d)}. In that same publication, we found
Si—H and SiO-H termination, respectively. If a cluster is that B3LYP/6-311G(d,p) underestimates reaction barriers by
terminated primarily with SiH bonds, the cluster is denoted about 10 kJ mol* for this zeolite system, which is about
as a “T-H” cluster; the ©H cluster termination is marked  10% of the classical barrier height. This accuracy is deemed
with “T-OH.” Atoms were included in a cluster based on acceptable for the purposes of this study because such
their distance from the Al. When necessary, atoms were calculations provide a very good compromise between
added to complete a zeolite ring, which avoids placing computational efficiency and accuracy. We thus employed
terminal atoms in too close proximity when terminating the B3LYP/6-311G(d,p) level of theory as our high level
dangling bonds. Figure 1 shows examples of various clusterthroughout this work. Our ONIOM calculations use this basis
sizes. set and level of theory to compuig(C), while the Universal
Terminating a molecular cluster fails to include the effects Force Field® (UFF) level of theory is used to compuEg(S)
of excluded atoms; we attempt to include the most important and E,,(C) in egs 1 and 2.
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The choice of UFF for the low level of theory in our The main reason for using this double-iteration method is
ONIOM calculations is justified in several ways. First, UFF that it remains intractable to use a second-order optimizer
contains parameters for all elements in the periodic table andin redundant internal coordinates for very large systems. The
as such provides a broadly applicable low level of theory. required inversion or diagonalization of the Hessian is a
Though we do not exploit this generality in the present study, computational bottleneck for larger systems, and the coor-
it may prove useful in future work. Second, using UFF allows dinate transformations become prohibitively expensive. With
us to test whether a nonreactive force field can produce the double-iteration method, however, we still use a very
accurate proton-transfer energies within ONIOM. The form accurate optimization method for the QM region, keeping
of the ONIOM energy in eq 2 suggests this is possible, the number of (expensive) QM energy and gradient evalu-
because unphysical energy terms that are introduced by bonditions to a minimum. The number of MM energy and
breaking events identically cancel in the correction term gradient evaluations will increase significantly, but since
[En(S) — E(C)]. Third, UFF as parametrized for silicates these are several orders of magnitude cheaper than QM
lacks partial charges. As such, this low level of theory is calculations, they have little effect on the total computational
essentially a ball-and-spring model with minimal electronic time.
effects, making it ideal for determining the influence of only ~ The method outlined above, which uses relatively few
network constraints, without additional complexities associ- “macroiterations” for the QM region and several more
ated with long-range forces. This is consistent with our “microiterations” for the MM region, has been implemented
overall stepwise investigation into the various effects of the in several QM/MM packages and has been used in numerous
environment on proton transfer. QM/MM studies. There are, however, several serious draw-

C. Calculation Details. We investigated convergence of backs of this scheme, related to the fact that the Hessian is
four reaction parameters with respect to cluster sizes. Theseonly updated for the QM region. First, large displacements
parameters are the reaction energy, activation energy,in the MM region, especially when a different local minimum
optimized O(1)-Al—0O(4) angles for protons at O(1) and at is found, can lead to numerical instability of the Hessian
O(4), and the vibrational frequency most closely associated update. Second, in the QM step, there is no direct coupling
with the O(1) to O(4) proton-transfer reaction coordinate. With the MM region, which deteriorates the quality of the
To compute these parameters, geometry optimizations of QM step and increases the number of steps needed to reach
each cluster model were performed, followed by a vibrational convergence. Recently, we have addressed these issues by

frequency analysis. developing techniques that explicitly include coupling be-
The reaction energy and activation energy were computed™Ween the two regions in the QM step, while still using the
as AE,n = Enow — Enow and AE.q = Ers — Enoq), double-iteration schenf8.This has significantly improved

respectively. The reported energies do not include zero-pointconvergence behavior; indeed, we find no significant dif-
or thermal corrections. From these calculations, the ©(1) ferénce in performance between regular QM geometry
Al—0(4) angles at the reactant and product geometries werePPtimization and QM/MM geometry optimizations. All the
also recorded. In each individual geometry optimization, the calculations were performed with GAUSSIANG3and
cluster energy was converged to $®artrees and the RMS ~ Gaussian Development Versf6ron Intel Linux worksta-
force to 10% Hartrees gl All transition states were  tONs.

confirmed to be first-order saddle points by computing and

diagonalizing the mass-weighted Hessian matrix. We cal- lll. Results and Discussion

culated vibrational frequencies with the masses of terminal In this section, we describe the optimized geometries,
atoms set to 10au to mimic the macroscopic mass of the reaction and activation energies, and vibrational frequencies
zeolite framework. For a subset of optimized constrained and obtained by the computational methods described above for
embedded clusters, we report vibrational frequencies associ-modeling proton transfer from O(1) to O(4) in+Y zeolite.

ated with the early stages of proton transfer, i.e., proton We note that both experimental data and previous calcula-

transfer “attempt frequencies”. tions agree that the reaction energy for this transfer should
Most embedding or QM/MM packages use a two-step or be endothermic, by 1622 kJ mof™* according to Sauer et
double-iteration method for geometry optimizatf$i2 In al.*> which provides a broad target for our convergence

the first step, a geometry displacement is made only in the studies.

QM region (region 1), while the MM region (region O) is A. Geometric Parameters. The O(1}-Al—0(4) angle
kept frozen. For this step all the usual “small molecule” affects proton-transfer kinetics by determining the jump
geometry optimization techniques are employed, such as adistance and hence the activation energy of the reaction.
second-order approximation of the potential surface, HessianTables 1 and 2 show the values of O{BI—0O(4) angles
update mechanisms, and the use of redundant internalfrom the constrained and embedded clusters for a variety of
coordinates. We note that QM/MM forces are used to sizes. In Table 1, the O(1) results show reasonable conver-
determine the QM step, not just the QM forces. In the second gence, and only the smallest (5T-H and 8T-H) constrained
step, the MM region is fully optimized, while the QM region clusters are slightly off. In contrast, the angles of the
is kept frozen. For this step we use a conjugate gradientembedded clusters (Table 2) are constant throughout the
optimizer in Cartesian coordinates, which is suitable for large series, including the smallest clusters.

systems. The two steps are repeated until convergence is B. Reaction Energies.Table 3 summarizes our results
reached. for the proton-transfer reaction energy for both the con-



1236 J. Chem. Theory Comput., Vol. 1, No. 6, 2005

Table 1. OAIO Angle at Optimized Geometry from
Constrained Cluster

Fermann et al.

fashion as seen in the constrained cluster calculations. Here,
the values for each total system size approach convergence

H on O(1) H on O(4) at the 8T-OH quantum cluster size. Again, we observe that
5T-H 93 93 describing larger sections of the total system with a quantum
8T-H 85 86 mechanical method does not markedly improve the final
8T-OH 105 98 result.
11T-OH 98 96 In our work all the larger clusters are terminated with
16T-OH 99 100 hydroxyl groups; only for 8T can we compare the effect of
22T-OH 102 103 hydrogen termination vs hydroxyl termination. We see indeed

Table 2. OAIO Angle at Optimized Geometry from
Embedded Cluster

a large difference in the embedded 8T data, which was also
reported by Brand et al. for proton affinities of acid sites in
ZSM-554

In general, we find that a finite cluster, whether constrained

Hon O(1) Hon O(4) O ..

or embedded, appears to be sufficient for predicting proton
5T(H)-53T 99 99 . — ;

transfer reaction energies in zeolites. The use of methods
8T(OH)-53T 101 105 - "
16T(OH)-53T 200 . based on periodic boundary conditions actually masks the
16T(OH)-259T 100 97 length scales beyond W_hl_ch interactions no Ionggr influence
22T(OH)-259T 101 100 proton transfer. Determining such length scales is of funda-

strained and embedded clusters. Reaction energies of con
strained zeolite clusters show stable convergence, reachin
a value of 14+ 2 kJ mof? at the 11T cluster size. The
anomalously large reaction energy found for both 8T-H and
8T-OH clusters is due to a significant distortion of the
reactant optimized structure allowed by floppiness of dihedral
angles in terminal OSiOH groups. This effect is lessened
both in larger clusters and in the ONIOM calculations. All
constrained calculations correctly show that the transfer is
endothermic. Extending the constrained cluster to include
22T atoms does not significantly affedtE,,, suggesting
that convergence with respect to cluster size is reached. Thi
suggestion is further corroborated by the ONIOM results
below.

mental importance for understanding how much of the zeolite
actually controls reaction dynamics. The concept of a finite

interaction length may come as a surprise considering that

%any researchers employ Ewald sums when simulating

Coulombic interactions in partially ionic media such as
zeolites®®> Such long-range summations are crucial for
calculating absolute adsorption energies of molecules in
zeolites relative to vacuum. However, for calculating energy
differences between nearby configurations of an adsorbed
species, for example a reaction energy or barrier, the present
results suggest that long-range interactions essentially cancel,
leaving an energy difference controlled by local electronic

g’nteractions.

Our data suggest that this proton-transfer reaction is
sensitive to atoms within ¢& A of thereaction center. The

Using the ONIOM method, we seek convergence with Presence of guest molecules will likely change this cutoff
respect to both the quantum cluster size and the total systenflistance, but even in this more complex scenario we still

size, which are represented as the rows and columns of Tableexpect a finite cluster to capture the reaction energetics. It
3, respectively. By scanning across any row, it is clear that is reasonable to surmise that using a low level of theory that
changing the total system size has little effect on the reaction includes electronic interactions would enable the use of even
energy. At first this may be surprising, because the larger smaller inner regions in embedded calculations. We explore
calculations include an order of magnitude more atoms. this possibility in future work.
However, because the lower level of theory employed is UFF  C. Activation Energies. We calculated activation energies
and therefore lacks long range forces in our calculations, for constrained clusters and a subset of embedded clusters
there is only a local mechanical coupling between the inner (Table 4). As discussed above, all transition states were
and outer layers of the ONIOM model. confirmed to be first-order saddle points by the usual Hessian
The size of the inner layer does, however, strongly affect analysis. For the embedded clusters we considered total sizes
the calculated reaction energy in approximately the sameof 53T and 166T. Although the number of data points is

Table 3. AEy, for O(1) to O(4) Proton Transfer?

embedded (with size of full system in parentheses)

23T 53T 98 T 166T 259T 439T
cluster size constrained (7 A) (10 A) (12.44 A) (14.8 A) (16.95 A) (19.91 A)

3T—H 25 1.3 1.3 2.0 1.8 1.8 1.6
5T—H 4.3 5.4 5.9 6.9 6.5 6.4 6.3
8T—H 22.6 8.4 9.9 10.7 10.3 10.7 10.6
8T-OH 26.7 14.7 15.4 15.4 15.2
11T-OH 13.6 14.4 14.9 15.0 14.8
16T-OH 14.6 18.3
22T-OH 13.8 15.4

a1n kJ mol~1.
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Table 4. AE, for O(1) to O(4) Proton Transfer2 Table 5. Vibrational Frequency in Wavenumbers (cm™1)
embedded (with total size) for Constrained Cluster
cluster size constrained 53T (10 A) 166T (14.8 A) Hon O()
3T-H 90.2 118.9 ST—H 1054
5T—H 93.6 1283 126.8 8T-OH 1039
8T—H 57.3 134.7 11T-OH 1011
8T-OH 138.8 137.8 139.2
11T-OH 133.4 133.7 136.5 Table 6. Vibrational Frequency in Wavenumbers (cm~1)
16T-OH 131.6 132.7 for Embedded Cluster
22T-OH 138.8 H on O(1) H on O(a)
a|n kJ mol=t.
5T(H)-23T 1064 1041
8T(H)-53T 1037 1030

smaller than for the reaction energy, this still allows us to
investigate convergence for both the total and quantum
cluster size. From Table 4 we see that for embedded clusters,Table 7. Calculation Times for Optimizing the System
independent of total cluster size, the barrier converges atwith the Proton at O(1)

quantum cluster size 8T-OH. This was also the case for the av time per no. of total
reaction energy treated by embedded clusters (Table 3). The optimization ~ optimizaton ~ CPU
constrained barrier calculations also converge at quantum system cycle () cycles  time (h)
cluster size 8T-OH. These results further suggest that finite 22T-OH constrained 10.5 60 630
clusters, either constrained or embedded, can produce stable@2T(0H)-259T embedded 10.7 20 213
energetics of proton transfer in zeolites. 11T-OH constrained 45 35 155
Our converged barrier is about 135 kJ miofor both 11T(OH)-259T embedded 4.9 20 98.8
embedded and constrained clusters. For comparison, SierkeT-OH constrained 2.5 60 153
and Sauer obtained a barrier of about 100 kJ ¥iar the 8T(OH)-53T embedded 26 20 51.8

same proton jump? About 10 kJ mot? of this difference is
a basis set effect. This was determined by repeating ourfrom quantum clusters 8T-OH and larger (constrained and
computation of the barrier height in the 8T(OH)-53T embedded in Table 4) remain stable with respect to quantum
embedded cluster using the Alrichs basis set used by Sierkacluster size suggests that our calculations include the
and Sauer. This gave a barrier of 127.0 kJ Tholas electronic effects relevant for this proton transfer process.
compared to 137.8 kJ mdiobtained using the 6-311G(d,p)  To pursue this point further, we will report in a forthcoming
basis set (see Table 4). publication the results of fully periodic quantum calculations
The remaining difference in barriers is harder to pin down. on this system?
Our calculations and those of Sierka and Sauer differ mainly  D. Vibrational Frequencies. Vibrational frequencies are
in the way volume is constrained and in the treatment of important dynamical parameters for quantifying activation
outer layer atoms. Regarding the former, we have built entropies and attempt frequencies. Vibrational frequency
embedded and constrained zeolite clusters from diffraction analyses were performed on selected constrained and embed-
data, fixing terminal atoms at experimentally determined ded clusters to test the convergence behavior of frequencies
locations. In contrast, Sierka and Sauer apply periodic with respect to cluster size. Tables 5 and 6 show the
boundary conditions at constant volume, with the lattice vibrational frequency of the normal mode with the largest
parameter determined from an initial force field optimization component of AO—H wag for the proton situated at O(1),
of the H-Y system at constant pressure. It is possible that which corresponds closely with the proton-transfer reaction
our method of fixing terminal atoms can impose strain on coordinate.
reactant and transition state configurations. Such strain is Both sets of calculations show very similar vibrational
expected to diminish as the total system size increases, thusrequencies for the H wag. The variation from one cluster
placing terminal atom constraints farther away from the size to another is smaller than the expected uncertainty of
reaction center. However, the fact that barriers from our 8T- the electronic structure method. This is a bit surprising,
OH and 11T-OH quantum clusters (constrained and embed-considering that the hard termination inherent in constrained
ded) remain stable with respect to total system size suggestglusters might be expected to shift these to higher frequen-
that our method of constraining volume doest impose cies. However, our results suggest that either method of
unphysical strain on this proton-transfer process. applying geometric constraints to the clusters is sufficient
Our calculations and those of Sauer and Sierka also differto achieve convergence of this particular dynamical param-
in the treatment of outer layer atoms. Our calculations eter.
represent electronic effects only in the quantum cluster, while  E. Computational Time Comparisons.In Table 7, we
those of Sierka and Sauer include classical electrostatics inshow CPU time comparisons for pairs of constrained and
the outer layer as well. It is possible that our local treatment embedded calculations that contain identical quantum clus-
of electronic effects can introduce errors into reactant and ters. The times presented are for geometry optimizations
transition state energies. Such errors are expected to diministstarting from the crystal structure, with the acidic hydrogen
as the quantum cluster size increases. The fact that barrieradded in a reasonable position relative to O(1). All timing
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calculations were performed on dual processor 2.8 GHz on embedded clusters required many fewer cycles, and hence
PIV computers with 1 GB of core memory running Linux much less CPU time, than did optimizations on comparable
RedHat 9. Embedded cluster timings were obtained with the constrained clusters.
quadratically coupled QM/MM geometry optimization Our present results suggest a reaction energy o121
method*>*6:53 For purposes of comparing CPU times, the kJ mol* and a barrier of 135 5 kJ moi™ for the O(1) to
optimizations were considered converged when the energyO(4) proton jump in H-Y zeolite. The smallest systems that
is stable to 0.00005 H (0.13 kJ mé), which is the degree  yield reaction energies converged to within 1 kJ Mabf
of precision we seek in our reaction energies. We allowed this value are the 11T-OH constrained cluster and the
the optimizations to run significantly longer to test the 8T(OH)-53T embedded cluster. These quantum clusters
robustness of this criterion and found only negligible changes include atoms within ceb A of thereactive center. In future
in structure or energy. In Table 7, we also show the number work, we will explore whether greater computational ef-
of macroiterations required for geometry optimizations and ficiency can be obtained by splitting the reactive region into
the average CPU time required for each macroiteration.  two layers described by an accurate ab initio theory and a
In principle, we expect very similar times per optimization cheaper electronic theory, thereby giving a three-layer
cycle for identical quantum clusters regardless of the method ONIOM calculation?® In the end, we aim for a simple and
of constraint, because in the embedded calculations, the timeuser-friendly method for modeling a wide variety of reactions
used to compute energies and forces using UFF is negligiblein zeolites.
compared to the time spent in the quantum part of the
calculation. This is precisely what we observe in Table 7. : .
These timing data suggest that the principal difference Department of Chemistry for generous funding of our
between a constrained calculation and an embedded calculaS®™PUter laboratory.
tion on identical quantum clusters is simply the number of
optimization cycles required to achieve convergence. In this
respect, the constrained calculations appear tomeh (1) Handbook of Zeolite Science and Technoloyerbach, S.
slower since they require many more optimization cycles. L\(A(')’rlfa%%%o’ K.A., Dutta, P. K., Eds.; Marcel Dekker: New
This poor convergence behavior may arise from a mismatch ' ]
between floppy OSIOH dihedral angles and fixed terminal ~ (2) Corma, A.Chem. Re. 1995 95, 559.
hydrogen atoms. More work is required to better understand (3) Van Santen, R. A.; Kramer, G.Ghem. Re. 1995 95, 637.
this phenomenon. (4) Sauer, JChem. Re. 1989 89, 199.
Pgrhaps the most straightforward and. important compari- (5) Fameth, W. E.; Gorte, R. Chem. Re. 1995 95, 615.
son in Table 7 is between the constrained and embedded
cluster calculations that give converged reaction energies in (¢) Baba, T.. Ono, YAppl. Catal. A1999 181, 227.
the least time. These are the constrained 11T-OH and (7) Baba, T.; Komastsu, N.; Ono, Y.; Sugaisawa,J{Phys.
embedded 8T(OH)-53T systems, which converge in 155 and Chem. B199§ 120 804.
51.8 CPU h, respectively. Thus, embedding speeds up these (8) Baba, T.; Komatsu, N.; Ono, Y.; Sugisawa, H.; Takahashi,
geometry optimizations by a factor of 3, despite the use of T. Microporous Mesoporous Matell998 22, 203.
a generic low-level of theory (UFF) in ONIOM calculations. (9) Ernst, H.; Freude, D.; Mildner, T.; Pfeifer, H. High temper-

ature’™ MAS NMR studies of proton mobility in zeolites.
IV. Concluding Remarks In Proceedings of the 12th International Zeolites Conference

. . Treacy, M. M. J., Marcus, B. K., Bisher, M. E., Higghins, J.
We have studied the convergence properties of embedded B., Eds.; MRS: Warrendale, PA, 1999; Vol. IV, p 2955.

and constrained cluster models of proton transfer in zeolites.
We applied density functional theory to describe clusters and
ONIOM to perform the embedding. We focused on converg- _ _
ing the reaction energy and barrier of the O(1) to O(4) jump (11) Brandle, M.; Sauer, J.; Dovesi, R.; Harrison, N.MChem.
. . . . Phys.1998 109 10379.
in H=Y zeolite as well as vibrational and structural aspects
of this jump. We found that using successively larger clusters (12) Sauer, J.; Sierka, M.; Haase, F. Acid Catalysis by Zeolites:
in vacuo gives convergence of the reaction energy te-14 Ab Initio Moplellng of Trans_mon Structgres. IMransition
2 kJ mol?, and the barrier to 13% 5 kJ mol?, as long as State Modeling for C.atalys!s, Chapter :ZBruhlar, D.' G-

! . = A Morokuma, K., Eds.; American Chemical Society: Wash-
the clusters are constrained to mimic zeolitic structures. These ington, 1999: p 358.
calculations converged for clusters with radii larger than 5 .
A, containing at Ieagst 11 tetrahedral (Si or Al) agtoms. We (13) Sierka, M.; Sauer, J. Phys. Chem. 2001, 105 1603.
embedded quantum clusters of various sizes in larger clusters (14) Ryder, J. A.; Chakraborty, A. K.; Bell, A. T. Phys. Chem.
with total radii in the range #20 A, using the universal B 2000 104 6998.
force field (UFF) as the lower level of theory in ONIOM.  (15) Hill, J. R;; Freeman, C. R.; Delley, B. Phys. Chem. A999
We found convergence of the proton-transfer energy without 103 3772.
the use of reactive force fields or periodic boundary (16) Limtrakul, J.; Khongpracha, P.; Jungsuttiwong, S.; Truong,
conditions in the embedding procedure. Embedded cluster T. N. J. Mol. Catal. A200Q 153 155.
calculations gave converged reaction energies for quantum (17) Limtrakul, J.; Nanok, T.; Jungsuttiwong, S.; Khongpracha,
clusters containing at least 8 tetrahedral atoms. Optimizations P.; Truong, T. NChem. Phys. Let001 349, 161.
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Abstract: We recently described a method to compute accurate quantum mechanical free
energies [Rod, T. H.; Ryde, U. Phys. Rev. Lett. 2005, 94, 138302]. The method, which we term
guantum mechanical thermodynamic cycle perturbation (QTCP), employs a molecular mechanics
force field to sample phase space and, subsequently, a thermodynamic cycle to estimate QM/
MM free energy changes. Here, we discuss the methodology in detail and test an approach
based on a different thermodynamic cycle. We also show that a new way of treating hydrogen
link atoms makes the free energy changes converge faster and that extrapolation to higher
accuracy can be performed. We finally discuss the quantum mechanical free energy (QM/MM-
FE) method in the framework of the QTCP method. All methods considered are applied to the
methylation of catecholate catalyzed by catechol O-methyltransferase. We compute the free
energy barrier for the reaction by computing free energy changes in steps between fixed QM
regions along a predetermined reaction pathway. Using the QTCP approach, an extrapolated
activation free energy of 69 kJ/mol for the forward reaction and 90 kJ/mol for the reverse reaction
are obtained at the level of the B3LYP functional and the 6-311++G(2d,2p) basis set. The
value for the forward reaction is in excellent agreement with the experimental value of 75 kJ/
mol. Results based on the QM/MM-FE method differ by less than 10 kJ/mol from those values,
indicating that QM/MM-FE may be a fairly accurate and cheap alternative to calculate QM/MM
free energy changes. Moreover, the results are compared to barriers obtained with a fixed
molecular mechanics environment as well as with structures optimized in a vacuum. All the
computed free energy barriers are well converged. A major approximation in the current
implementation of the QTCP method is that the QM region is fixed. The approximation leads to
well-converged free energy barriers, which has been a problem in similar studies.

1. Introduction forward way to solve the problem is by sampling phase space

The general problem with atomic-scale simulations of USing a combined quantum mechanics and molecular me-
enzyme catalysis is that thousands of atoms are involved andchanics (QM/MM) method where a small subset of atoms
chemical bonds are modified. The description of bond are treated by QM and the remaining atoms by MM. This
breaking or forming calls for fairly accurate quantum can be pursued either by sampling directly on the Born
mechanical (QM) methods, whereas the huge phase spac®ppenheimer surface or by using a Car-Parrinello approach.
calls for sampling with a cheaper method like molecular The problem is that realistic simulation times are currently
mechanics (MM) or semiempirical QM. The most straight- |imited to a few tens of picoseconds for this approach because
of the severe computational load even for small QM systems.
* Corresponding author phone:46 46 222 4500; e-mail: This is a rather short simulation time for systems as big as
Thomas.Rod@teokem.lu.se. enzymes where many events, besides the reaction catalyzed,
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occur on time-scales much longer than picosecéiisious AAgn/mn(A — B)
approaches have been proposed and utilized in the literature

~
to solve the problem of computing accurate QM/MM free

energies for chemical reactions in solutiérg including —AAmm_,qm/mm(A)l 1AAmm_,qm/mm(B)
enzymatic reaction¥ 22 A basic idea is to use a fast but ,

less accurate method to sample phase space and use this Amm(A—>B
sampling to estimate high-level QM/MM free energies with

a modest number of QM/MM calculations. Below we give l

a summary of methods based on this idea. . QMMM
In the quantum mechanical free energy (QM-FE) approach g

by Jorgensen and co-workeérd, a reaction pathway for .

atoms in the QM region is calculated in a vacuum. Free £ MM

energies for the interaction between the QM and MM atoms ot Pt
are then calculated along the reaction pathway by performing
MM free energy perturbation or thermodynamic integration
calculations where electrostatic interactions between the QM . ; .

. . . . . changes. The lower figure shows how this can be applied to
and MM atoms are defined via point charge interactions. In calculate the free energy barrier along a reaction coordinate
the treatment by Jorgensen gnd co-workers, and later bydefined by p. We refer to this particular implementation of the
Kollman and co—wor.keré?;‘15 point charges to represent the QTCP method by QTCP-U.
QM atoms were derived from calculations in a vacuum, i.e.,
without an MM region. Jorgensen and co-workers used the
method to study organic reactions in solution, and Kollman compute hydration energies of water and the' ldad CI
and co-workers extended the method to that of enzymaticions at different physical conditior6.2° In this approach,
reactions, namely amide hydrolysis in trypSiand methyl  only solute-solvent interaction energies are perturbed to the
transfer by catechaD-methyltransferas¥. QM level. They also studied solutsolvent structural

Yang and co-workers applied their QM/MM free energy properties as well as water dimer dissociafibi.
method (QM/MM-FE) to the enzymes triosephosphate  Schofield and co-workers and Bandyopadhyay have
isomerasé®!’ enolasé?!’and 4-oxalocrotonate tautomerd$e.  developed a similar approach termed the molecular mechan-
The QM/MM-FE method is an improvement over the QM- ics importance based function (MMBIF) methtd? They
FE method in that a QM/MM optimized reaction pathway also use a MM reference potential to sample the phase space
and QM energies and point charges derived from QM/MM and calculate corresponding high-level QM/MM energies for
calculations are used. In this way, polarization of the QM a set of configurations. Based on the two sets of energies,
region by the MM region is included. Ishida and Kato they use a Metropolis-Hastings algorithm to generate a high-
employed the same approach to study acylation by serinelevel QM/MM canonical ensemble from which QM/MM free
proteases??! energies can be calculated.

An alternative approach is the ab initio QM/MM approach  Recently, we employed a third approa@hyhich can be
(QM(ai)/MM) by Warshel and co-workefs$22-24 They considered as a combination of the QM/MM-FE method and
sampled phase space by performing molecular dynamicsthe approach by Warshel and co-workers. Like Yang and
(MD) simulations with a reference potential given by the co-workers as well as Ishida and Kato, we optimized a
empirical valence bond (EVB) methdglUmbrella sampling reaction pathway using QM/MM and selected a number of
ensured that the entire reaction pathway was sampled anctonfigurations for the QM region along the reaction pathway.
made it possible to calculate the potential of mean force Based on calculated point charges for the QM region, we
(PMF). Free energy changes between the system describedalculated classical MM-QM interaction free energy changes
by the reference potential and by density functional theory between subsequent fixed QM configurations along the
were calculated with free energy perturbation, and in this reaction pathway. Similar to the approach by Warshel and
way a high-level QM/MM PMF can be obtained. The co-workers, we then calculated the M QM free energy
methodology corresponds to using the thermodynamic cyclechange for each QM configuration along the reaction
in Figure 1 (with MM replaced by EVB) and is in principle  pathway, and, in this way, a high-level QM/MM PMF was
exact with respect to how the free energy changes areobtained. With this approach, we obtained a converged PMF
calculated. In practice, the free energy did not converge for the methyl transfer reaction in catect@methyltrans-
owing to large fluctuations of the difference between the ferase (COMT). Consistent with results by Warshel and co-
reference potential and the high-level QM/MM potential, workers??it shows that thelectrostatidnteraction energies
although electrostatic interactions converged. Therefore, between the QM region and the MM region can be converged
Warshel and co-workers used more approximate methodsto high accuracy. Interactions within the QM region are by
to calculate the free energy difference between the systemdefinition completely converged in our application since the
described by EVB and by a high-level QM/MM meth®f. QM region was fixed in the sampling process.

Like Warshel and co-workers, Wood and co-workers use  Here we discuss the approach in a more general framework
free energy perturbation in their ab initio/classical free energy and study the importance of sampling the phase space of
perturbation (ABC-FEP) approach, which was used to the MM region and ways to limit the computational cost. In

Figure 1. lllustration of the QTCP method, where a thermo-
dynamic cycle is employed to calculate QM/MM free energy
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particular, we show that the QM/MM-FE method may be a AA g /mm(A — B)
fair approximation to our approach.

~
The article is organized as follows. In the next section,

we describe the methodology employed, including our A (O — A) /AAmmﬂqm/mm(o ~B)
treatment of link atoms, and a derivation of the QM-FE and

QM/MM-FE approaches. A description of the computational

setup follows. Results for the methyl transfer reaction ‘

catalyzed by COMT are discussed in section 3. We use two

different thermodynamic cycle approaches and demonstrate > QM/MM
that free energies can be extrapolated accurately to a different 3
basis set and exchange-correlation functional. The report ends E
with some concluding remarks in section 4. & r° MM
ottt
2. Method Figure 2. The QTCP method, where a single simulation is

used to compute a QM/MM free energy change (QTCP-V).
The lower panel shows how this approach can be used to
obtain a free energy barrier along a reaction pathway.

2.1. Thermodynamic Cycle Approach.The thermodynamic
cycle depicted in Figure 1 makes it possible to compute high-
level QM/MM free energy changes between two states A
and B based on classical sampling. In this approach, the free Using FEP, the middle term on the right side of eq 1 can
energy change between A and B described by QM/MM is be written as

calculated as the sum of three terms: (1) the negative free ) ‘

energy change between A described by MM and by QM/ AAL A —B) = —kgTIn @ Em®Em®lieTy - (3)
MM (—AAnm—gmimr{A)), (2) the free energy change between

A and B with both described by the MM potentid Anm(A and the first and last terms can be written as

— B)), and (3) the free energy change between B described ot ot

by the MM potential and by QM/MM AAmm qmimn(B)).  AAnmgmmnX) = —kgT In & Famml® “EmCeTry

Hence X=AB (4)
: tot tot
AqimedA = B) = —AA L cvmedA) + AAL(A — B) + In the equations aboveE.qm,mm and g, are the QM/MM
A B) (1 and MM potential energies.
Anin—grmmn{B) (1) The approach above demands an MD simulation per state

involved, but the free energy change can in principle be
The methodology is quite general and can be applied to computed from a single simulation. Figure 2 shows how this

compute free energy changes between different chemicalcan be pursued using a single simulation of an intermediate
species. For instance, A and B in Figure 1 can be a protonatedstate, O, which we will term an anchor point. In this case,
and deprotonated group in order to computeka palue.  the free energy chang&Aqmm«(A — B), is calculated as
The methodology can also be used to compute the freethe sum of two terms
energy along a reaction coordinate as indicated in the lower
panel of Figure 1. We term the method the quantum AAgumdlA —B) = —AA umdO—A) +
mechanical thermodynamic cycle perturbation (QTCP) method. AA L qmimnl©O — B) (5)
Because the shape of the thermodynamic cycle in Figure 1
resembles an edged U, we use the acronym QTCP-U wherWhere
referring specifically to the cycle in Figure 1 (as opposed to

— —[EP () —ES (X))/kaT
the one in Figure 2). AA g O — X) = —kg T In [@ Eamml®"EmCOWTr]

Each of the three terms in the above equation can be (6)
calculated by means of free energy perturbation (FEP).  Figyre 2 shows that the idea also can be applied to compute
In the FEP approach, a free energy changé(0—1) is free energy changes between several points on a reaction
calculated as pathway. We refer to this particular implementation of the

QTCP method by QTCP-V, because the shape of the cycle
in Figure 2 resembles a V.

2.2. Definition of Energy Terms. Before discussing the
wherekg is Boltzmann’s constant anflis the temperature.  QM-FE and QM/MM-FE methodologies we need to consider
Eo andE; are the energies of system 0 and 1, respectively, the involved potential energy terms in more detail. We denote
and[l.[d indicates an ensemble average for system 0. Hence,coordinates of the atoms in the QM and MM region Ry
the free energy changes in eq 1 can all be calculated as arandRn, respectively. We start by defining the MM energy,
ensemble average for the system described by the MM Eﬁﬁﬁn in eqgs 3, 4, and 6. This term can be separated into
potential, meaning that a QM/MM free energy change can three terms
be obtained without sampling the QM/MM potential surface o " "
but entirely by sampling the surface of the MM potential. Enm = Enm(Rn) T Emm(Ryy Ry) + Eq(R) (7)

g AAO—DkeT — @_(El_EO)/kBT@ )
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whereE,, describes interactions between MM atoms and Ne S MM 0 MW o
E‘m describes interactions between the MM and QM //t i || // 1@
regions. The last ternEy,,, describes interactions within <¢B @
the QM region. All these classical terms are defined via a s B O'um O mm
force field, and they can be calculated by standard MM

programs such as CHARMI#. Correction

To ease the discussion to come, we can further decomposeF_ 3 llustrat the link at i oved i
E%m into two terms gure o. ustration o € liInk atom correction employed In

the present study. The white ball is a hydrogen link atom, and

Ea/m , —E ' +E , ) the black ball represents the corresponding carbon link atom.
Ry R) Ry R eied Ry Rr) ®) In the MM system (center) there are no electrostatic interac-

whereE,. describes all interactions between the MM region tions between atoms separated by one or two bonds, whereas
and the QM region besides point charge interactions, which those interactions exist in the QM/MM system across the MM-

are described by the last term. This term is given by QM interface (Ieft)_. The bonq across the interface is removgd
in the MM calculation to the right, and, hence, the electrostatic

Z,Z4 o interactions across the interface mimic those of the QM/MM
E Ry = — calculation.
eIec(Rq Rm) uezmmﬂ;m'Ra - Rﬁ| ( )

We use the hydrogen link atom approach, in which the QM
where the summations run over MM and QM atoms, and region is truncated by hydrogen atoms. The atoms that are
whereZ, andZ; are point charges of MM and QM atoms, converted to hydrogen atoms will be called carbon link
respectively. atoms. Bond lengths between hydrogen link atoms and

In a similar fashion, the total energ g’r;,mm can be  adjoining QM atoms are changed such that the relative stretch
decomposed into a term that depends solely on the positiongor compression) of a given bond from its equilibrium length
of the MM atoms and terms that depend on the positions of is preserved compared to that of the bond between the
both sets of atoms corresponding carbon link atom and QM atéfmn our

ot m methodology, the coordinates of the link atoms always belong
Eqm/mm= Emm(Rm) + Eqm/mm(Rq! Rm) + Ecorr(Rq’ Rm) (10) to Rq

Point charges on MM atoms joining the link atoms are
often manipulated to avoid overpolarization of the QM
region. In our implementation, we do not manipulate any of
the point charges. Instead, we add a correction t&,
to eq 11, which is defined as the difference of two classical

Eqm/mm(Rq’ Rm) = Equan(Rq' Rm) + Ene(Rqa Rm) (11) electrostatic interaction terms
E E

elec

where Er - is the same as in eq Ecor iS a link atom

correction term, which is discussed in the next section.
The term, Eqmumm in €g 10, is composed of a quantum

mechanical termEquan; @and a classical interaction terie

corr I~Eelec (14)

whereE,. is the same as in eq 8. In density functional theory

notation, the quantum mechanical term is given by and which approximately removes unwanted effects from

Equan(Ry Rn) = E,. (RYINR,, R + the .hydrogen. link atomdEgiec is the stgndard MM electro?

V. (R, ROINR, R (12) static interaction between the MM region and the QM region

ex(Ry Ra (with carbon link atoms) and is defined in eqBye. differs

In this equation, density functionals are indicated by bars, oM Eeiecin that the carbon link atoms are changed to (MM)
and n denotes the ground-state electron density of the hydrogen link atoms. This is pursued by deleting the bonds
functional Eyac + Vex. Evacis the density functional for the ~ Petween the link atoms and the MM region and by changing
system in a vacuum, i.e., without external point charges, andthe point charges of the carbon link atoms and reposition
Vex describes the electrostatic interactions between QM andthem. In that wayEe.ec models classically the electrostatic

MM atoms and is given by ?nteract!ons,_eq 13, which defines the MM-QM electrostatic
interactions inEquant
_ Z,n(r) The above correction modifies only interactions between
Ve Ry R[N = — [ dr > + Viue, mel Ry Ren) the MM region and the QM region, whereas interactions
a&mm| Ry — T (13) entirely within the QM (or MM) region are not changed.

Moreover, electrostatic interactions between atoms separated
where the last term defines electrostatic interactions betweenby less than three bonds are approximately removed, and
MM atoms and QM nuclei. Eq 13 is the QM analogue to eq they are scaled if they are between atoms separated by three
9. Equantinvolves polarization of the QM region by the MM bonds. This is consistent with the Amber force field
region and can be computed by a QM program where employed in the current study. A graphical representation
external point charges can be included, such as Turbomole of the correction term is given in Figure 3.

2.2.1. Link Atom Correction. When calculatingEquans With the correction termE,,, the free energy between a
special action is needed when there is a covalent bondstate described by MM and by QM/MM converges faster
between the QM region and the MM region, and several because the difference between the MM and QM/MM
ways to handle such junctions are described in the literdture. potential energy surfaces fluctuates less. This is illustrated
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Figure 4. Upper panels show fluctuations of the energy
difference between the QM/MM energies and the correspond-
ing MM energies for the simulation with dec—o = 1.80 A. The
left panel shows the fluctuations when no link atom correction
is employed as opposed to the right panel where a link atom
correction is employed. The lower panels show the corre-
sponding contributions to the ensemble average in the free
energy perturbation equation.

in Figure 4 where the fluctuations oEfy ., — Exa) are

plotted with and without the correction term included for a

Rod and Ryde

2.3. QM-FE and QM/MM-FE Approaches. In the QM-
FE and QM/MM-FE methods, interactions between the MM
and QM regions are described classically. To get to that
approximation, starting out from the QTCP method, we
consider two different configurations of the MM environ-
ment,R}, andR},, and write eq 12 as

EquanRey ) = E(Ry, RDIN(Ry, RYI

= EadR)INR,, RO + Veu(Ry, RIINR, R)] o= ?’1%)

It follows from the variational principR8 that
Equan(Rey R = E(Ry, ROIN(Ry, Ryl
= E(R,, RWINR; RYT + Ol(N(R, Ry) — n(Ry, R?n»zglg)

Hence, provided that the electron density does not fluctuate
too much owing to different polarizations by different MM
environments, all the QM/MM calculations in the ensemble
average can be approximated with nonself-consistent calcula-
tions using a frozen density obtained from a single self-
consistent calculation witR,

At the next level of approximation, we represent the

simulation of COMT using the setup employed in the current densityn(R,, R}) by point charges

study (section 2.4). The lower panels of Figure 4 show the _ | _
contributions of the individual configurations to the ensemble E(Rg: Ru)[N(R,, RV] = EvadR)IN(R,, RYT +
averages in the free energy perturbation equations. They \_/ext(qu ern)[n(Rq, Rg])]

demonstrate that many configurations contribute to the free ~
energy if the correction term is employed, whereas the free ~ By RYIN(R,, R + Eeled Ry RL) (20)
whereEgec is given by eq 9. Thus

energy is dominated by a single configuration if the correc-
tion is not used.

2.2.2. Free Energy Perturbation Calculations for Fixed . _
OM Regions In the current application, we use the EauanlRe Rm) ~ E(Ry RWINR, RO ~
methodology to compute free energy changes between fixed I_Evac(Rq)[n(Rq, Ry + Eeled Ry RL) (21)
points along a reaction coordinate as illustrated in Figures 1
and 2. In addition, we fix the entire QM region, such that We restrict the discussion to situations where the QM
the free energy depends parametrically of the positions of region is fixed. If the point charges used to represent the
QM atoms. With that approximation and the definitions in QM region in the classical simulations are derived from a
egs 7-14, egs 3, 4, and 6 turn into the following formulas QM/MM calculation where the coordinates are givenRy
(so thatEeec in €gs 8 and 21 are the same functions), then

AALR,— R = the above approximation collapses the ensemble average in
—ksT |n@—[Eﬂim(wq“,Rm)—Eﬁiﬂ(%,Rm)]/kameR;1 + B4R - eq 16 to
E9(R) (15) APn-—cmimnd Ry Re) ~ ELad R)INRY, R — En(R3)

A (22)
AAmm—»qm/mrr{Rq) =

e (KR EvedRe R eT ) WhereRom is the configuration of the MM environment in
— kT Ine Forluf) Eaed SRV — ERe(RY) (16)

the calculation used to derive the point charges. With this
approximation, and using eq 15, the sum in eq 1 can be
written as

AAqm/mn{A - B) =

AAranm/mn{Rg - Rq) =
— kT |n@—[Eqm/mmm—Eﬁq’mmmykﬂmﬁm& ~ E9.(R) (17)

—[EXMRGL R —EXM(R, R/ ke T,
WhereRq and Rq“ are two subsequent points on a reaction ~kgTInie o) Bl o) m‘mﬂq +
pathway. Note, that the ternasE?, | cancel in the sum eq 1 {E.R)INRE, R)] — E,.(ROINKR,, RV} (23)
and therefore simply can be set to zero. This is of great _
practical advantage in actual simulations, because no bonded The QM terms,E.dRy)[n(R,, R3] for A or B, can be
parameters need to be defined within the QM region, i.e., computed by obtainingi(R,, R>) from a self-consistent
for atoms involved in the chemical reaction. calculation with point charges positioned according?ﬁp
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i.e., by computingEquan(Re, R}) = Evad R)[N(Ry, R)] +
Vex(Ro, RDIN(Ry, R)1. Evadn(Ry, R3] can then be com- Methyl group

puted from a nonself-consistent calculation without point
charges. Catecholate

At another level of approximatiort,ad n(Ry, R?n)] can be
computed withn(R,, R°) represented by point charges in e,
the calculation oVe(Ry, R2)[N(R, R%)], such that

S-adenosylmethionine

E vl RINR, R)] = Eqn(Rey RE) — Asif,?!i\ i
Vel Ry RDINR,, R o
~ Equan(qu R21) - Eelez.(Rq7 l:\>(r)n) (24)

Figure 5. The QM system (bold sticks and sphere) employed
so that eq 23 is modified to in the present study.

Ry = — —[EUM(RG L Rr) — MRy R/ kT, _ with dc—o = 1.47, 1.80, 1.95, 2.00, 2.05, 2.10, 2.13, 2.30,
AMamimnfA = B) = ~kg TIn(e e, 2.55, and 2.84 A, the QM region was QM/MM optimized
+ (Equan(Rg’ R%) - Eele(,(RS’p Rgn)) with a constraint on the reaction coordinate and on all the
~ (Equan(RS: R — Eced Ry RD)) (25) MM atoms. The ComQum program, which in turn is based
on the MM software Ambét and the QM code Turbomof@,
This form is employed by Yang and co-workers in their was used for these calculations. The transition state was
QM/MM-FE method!®!#1%In practice, it may be a better found at 2.13 A. For each of the points, the RESP prot8col
approximation since the potential ternvg,(Ry, R') and as implemented in Ambé&rwas used to calculate the point
Vex{(Rgs R,?]) are treated at the same level of approximation charges in the presence of the MM region using electrostatic
(egs 21 and 24) and therefore cancelation of errors may potential points obtained by the MetKollman scheme as

occur. implemented in Gaussidf.
If the point charges are derived from a calculation in a  Because a single distance was used as reaction coordinate,
vacuum, such than(R, jo) = adRy) and Eguant = it is possible that abrupt changes occur in coordinates

EvadRy)[Nvad Ry)], then egs 21 and 25 become identical, and orthogonal to the reaction coordinate. This indicates that an
the formalism corresponds to the QM-FE method employed improper reaction coordinate is used and that the obtained
originally by Jorgensen and co-workéfé and later by reaction pathway may be significantly differently than the
Kollman and co-worker& 1% energy minimum path. It was checked by plotting the
2.4. Computational Details.We use the methodologies progress of other QM degrees of freedom, most noticeably
above to compute free energy changes between fixed QMthe distance between the transferred methyl group and the
regions along a predetermined reaction pathway for methy-donor atom, that this is not the case in the current study,
lation of catecholate catalyzed by COMT. We emphasize but rather that they progress in a continuous way from the
that the topic of this article is not the calculation of reaction values of the reactant complex to the values of the product
pathways but rather how to compute free energies once acomplex.
reaction pathway is known. 2.4.3. Molecular Dynamics SimulationsTen molecular
2.4.1. Model SystemThe crystal structure of COMT (pdb  dynamics simulations, one for each point along the reaction
code: 1VID) was used as the starting strucfiindydrogen pathway, were made using the program CHARNMN
atoms were positioned with the HBuild routine as imple- these simulations, the QM system was represented by the
mented in CHARMMS® The employed QM system is RESP point charges. The QM region was kept fixed in space
illustrated in Figure 5 and consists of 44 atoms of which during the simulations, and all bond lengths involving
five are hydrogen link atom¥.The QM system consists of  hydrogen atoms were constrained by means of the SHAKE
the catecholate molecule, the Rtgion coordinated by  algorithm#® Atoms of the cofactor and protein that are not
catecholate, an S(Gj™ molecule to modelS-adenosyl- part of the QM region were described by the Amber94 force
methionine, HCOO, HCOO", and HCONH to mimic the field,*® and solvents were described explicitly using the
Mg?* ligands: Asp-141, Asp-169, and Asn-170, respectively. TIP3P modet’ Periodic boundary conditions were employed
In the crystal structure, a water molecule (HOH-400) also using an octahedral unit cell and the Particle Mesh Ewald
coordinates the Mg ion, and that is included in the QM  (PME) method with a real-space cutofff® A to describe
system as well. All atoms were allowed to move in the MD the electrostatic interactions. All simulations were performed
simulations, except the 44 QM atoms. with a constant volume, and the temperature was kept
2.4.2. Reaction PathwayWe calculate the free energy approximately constant by reassigning the atomic velocities
along a reaction pathway adopted from another stfiéiere from a Gaussian distribution if the temperature differed by
it is sufficient to give a brief summary. The distande, o, more tha 5 K from 298 K.
between the acceptor oxygen of catecholate and the carbon The 10 simulations were initiated from structures in which
atom in the transferred methyl group was used as reactionthe coordinates of the QM system were taken from the QM/
coordinate. For 10 different values of the reaction coordinate MM calculations, whereas the positions of the MM atoms
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and the size of the unit cell were taken from the last snapshot

of a 200 ps constant pressure (1 atm) and temperature (298

K) simulation for the transition state wittk._o = 2.13 A.

The structures were relaxed by 100 steps of steepest-descent

minimization with all heavy nonsolvent atoms restrained by

a harmonic potential using a mass-weighted force constant

of 10 kcal mott A2 amu L. This was followed by 20 ps of

simulation with only the backbone atoms restrained by a

harmonic potential using a mass-weighted force constant of 15 20 25 3.0

5 kcal molt A=2 amurl. After that, the harmonic restraints Reaction Coordinate (A)

were removed. A total of 600 ps of simulations were Figure 6. QM/MM free energy barrier at the level of DFT for

performed for each of the 10 points defining the reaction the methylation of catechol catalyzed by catechol O-methyl-

pathway. transferase. The dashed line indicates the contribution to the
2.4.4. QM/MM Calculations. For each of the simulations, ~ free energy barrier from the MM environment.

400 configurations separated by 1 ps were stored. The rap/e 1- |ndividual FEP Contributions to the Free Energy

configurations were taken from the 26600 ps time interval  garriers Based on the Ensemble Averages in Egs 15 and

of the simulations, and the configurations were used to 1ga

computeEquandinvolved in the FEP calculations. In principle,

Free energy (kJ/mol)

Equantshould be computed with periodic boundary conditions A

employed. However, such calculations are not possible with %= AAmm—gumm ____step forward reverse av _ acc
the QM program employed, and we therefore only include 2.84 0.0(0.4) 2.84—255 96(0.2) 9.0(0.2) 93 93
point charges from a single unit cell in the QM calculations 255 —2.1(0.3) 255—230 11.9(0.1) 12.0(0.2) 119 212
as well as in the calculations & in eqs 16 and 17. This ~ 230 51(03) 230213 146(0.2) 153(02) 150 36.2

is a fair approximation because test calculations for the 2.13 11505) 213210  3101) 2901) 30 392

classical free energy changes defined in eq 3 show thatz'10 14.708) 210205 8001  6.601) 7.3 465
d ibi he el 9y nge hi ﬂ h ith 2.05 9.2(0.5) 2.05—200 55(0.1) 6.6(0.1) 6.0 525
escribing the electrostatics in this way rather than with , o 1907) 200—195 3501) 4101) 38 56.3

periodic boundary conditions does not change the results ; o ~64(0.7) 195—180 920.1) 84(02) 88 651

significantly. 180 -36.80.4) 1.80—147 134(0.2) 143(0.2) 13.9 79.0
Density functional theory with the Perdew-Burke-Ernzer- 147 —101.4(0.4)

hof (PBE) exchange-correlation functioffalvas employed a Classical free energy changes are computed for the forward and

for the QM calculations. The resolution-of-the-identity (RI) reverse step, and the averages are listed as well. Accumulated
approximation was used for the Coulomb teffhand the averages (acp) are IisFed in Fhe last cplymn. All energies are in_ kJ/

. . , Mol and reaction coordinates in A. Statistical standard errors are given
one_—electron wave fu.n.ctlons were ,eXpanded In-a 6'3_1G in parentheses. Note that £}, = 0, so internal energy changes of
basis set with an additional set of diffuse s and p functions the QM system are described exclusively by AAmm—qmimm.
located on the oxygen and sulfur atoms. We denote this basis
set 6-31¢-)G*. The calculations were performed with the had been omitted, the reaction would occur almost spon-

program TURBOMOLE? tanously.

The term, E,adn(Ry, Rom)], used in the QM/MM-FE Individual contributions from the FEP calculations are
approximation, eq 23, was calculated by making a self- listed in Table 1. It can be seen that the barrier is the result
consistent calculation with point charges included. Then, the of increasingly positive contributions from the classical free
point charges were removed, and a single iteration (nonself-energy changes and increasingly negative contributions from
consistent calculation) was performed using the wave func-the MM — QM/MM calculations. The averages &Anm

tion from the self-consistent calculatiéh. are used to report the final barrier.
In Figure 7, we investigate how the results vary with the
3. Results and Discussion number of data points used in the ensemble averages in eqs

3.1. QTCP-U Approach.The results based on the QTCP-U 15 and 16. We compare results based on FEP ensemble
method (Figure 1) are shown in Figure 6 for the enzyme averages of 20, 50, 100, 200, and 400 data points. It can
catalyzed reaction. The barrier for forward reaction is 56 be seen from the right panel that the barrier height is al-
kJ/mol and that of the reverse reaction is 78 kJ/mol. The most converged already at 20 data points, whereas the left
barrier is well converged with standard errors less than 1 panel shows that additional data points smooth the bar-
kJ/mol®2 In addition, a difference of 1.6 kJ/mol is obtained rier. However, the transition state at 2.05 A is not located
for the forward barrier, when individual classical free energy until 200 data points are used. With 200 data points, the
changes (eq 15) based on forward and reverse transitiondarrier is almost indistinguishable from that using the full
are used, cf. Table 1. data set of 400 points. This shows that it is possible to
The contribution to the free energy barrier from the MM compute converged free energy barriers with the QTCP
environment is indicated by the dashed line. The steepnesgpproach.
of the curve shows that the environment has a significant 3.2, Extrapolation to Higher Accuracy. The barrier of
impact on the reaction and emphasizes the importance of a56 kJ/mol is lower than the experimental prediction of about
proper description of the environment. If the environment 75 kJ/mol®® The free energy barrier is converged, but the
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Figure 7. Convergence of free energy barriers with a number
of data points utilized. In the left panel, barriers based on 20—
400 data points are shifted vertically from one another. In the
right panel, the same barriers are superpositioned so that the
value at the reactant complex (2.84 A) is zero.

Table 2: Computed Activation and Reaction Energies
(kd/mol) for Methyl Transfer Using the QM Region
Indicated in Figure 5 in a Vacuum?

basis set
6-31(+)G* 6-311++G(2d,2p)
PBE/ PBE/ TPSS/
functional PBE RI PBE RI RI TPSSh B3LYP
AEq, 12 12 22 22 11 18 27
AE:V 111 112 101 101 106 117 115
AEreacon —99 —-100 —-80 —-80 —96 —-99 —98

a2The resolution-of-the-identity (RI) approximation® is used in
combination with the PBE and TPSS density functionals.

= T T T T T T T T 80 T T T T T T

o] ~

£ S .

) £

Y 2 ]

g >

3 =

0

S [ -

| [

—_ [0}

=] 9_) -

& w

UL’Q 11 1 1 1 1 1 1 ]
123456738910 15 2.0 25 3.0

#Snapshot Reaction Coordinate (A)

Figure 8. In the left panel, the difference between energies
computed with setup Il (B3LYP, 6-311++G(2d,2p)) and setup
| (PBE, 6-31(+)G*) are plotted for configurations taken from
a simulation of the reactant complex (RC), the transition state
complex (TSC), and the product complex (PC). A free energy
barrier extrapolated from the one based on setup | to one
based on setup Il (squares) is plotted in the right panel and
compared to the one based on setup | (circles).
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extrapolate between the two setups. The result of such an
extrapolation is plotted in the right panel in Figure 8.

Using this setup we get a free energy barrier of 69 kJ/
mol, which is in excellent agreement with the experimental
value of about 75 kJ/mol. The barrier for the reverse reaction
is calculated to 90 kJ/mol.

In the extrapolation scheme, a correction tenE** =
el — ErePlis added to each poiriton the reaction
pathway. The strategy which we have chosen and which
performs well is one where the same MM environment (i.e.
positions and charges of MM atoms) is used to calculate all
the AE®®. The result shown in Figure 8 are based on
energies calculated with the MM environment defined by a
configuration taken from the simulation of the transition state,
but extrapolation based on calculations with the MM
environment turned off, i.e., calculations in a vacuum,
performs equally well. The two strategies give almost
identical barrier heights; for the forward barrier we compute
a barrier of 69 kJ/mol if the TS environment is employed
and 71 kJ/mol for the in vacuum corrections. The corre-
sponding barrier heights for the reverse reaction are 90 and
91 kJ/mol, respectively. The agreement between the two
strategies validates the extrapolation scheme further.

Cancelation of systematic errors probably occurs when the
same MM environment is used to calculate all extrapolated
energies along the reaction pathway. In contrast, because the
energy difference between setup | and setup Il fluctuates
somewhat (Figure 8), a rugged free energy barrier is obtained
if a different MM environment is used for each point on the
reaction pathway. Therefore, we find such a procedure less
reliable. A more accurate approach would be to use an
average for several energy calculations for each point, but
we have not pursued such an approach here.

3.3. CPU Consumption.The total CPU load for the QM/
MM calculations using setup | is approximately 8 CPU days
on an Intel Xeon 2.4 GHz CPU for the entire free energy
barrier based on 4000 QM/MM calculations¥ CPU min/
calculation). One or two CPU days spend on 10 calculations
using setup Il should be added if the free energies are
extrapolated to higher accuracy (24 CPU h/calculation).

The fairly small CPU load is due mostly to the RI
approach, which saves significant CPU time: a factor of
about 6 for the smaller basis set and a factor of about 13 for
the larger basis set. With the larger basis set a calculation
with the RI approximation takes about 20 CPU min, and,

QM/MM energies depend significantly on the basis set and hence, even with the larger basis set, the CPU load does not
exchange-correlation functional chosen. This is shown in prohibit convergence of the free energy changes as long as
Table 2, in which the reaction and activation energy for pure density functionals are employed to which the RI
various functionals and basis sets are listed. Energies base@pproximation applies. We find that the RI approach is
on the 6-314)G* basis set are not fully converged, and there sufficiently accurate; the PBE energy changes listed in Table
are also significant changes among the different functionals. 2 with and without the RI approximation deviate by at most
On the other hand, energy fluctuations are almost invariant 0.5 kJ/mol from each other.

to the basis set and functional employed. This is illustrated Finally, the methodology is perfectly suitable for cluster
in the left panel of Figure 8, where the difference between and grid computing since all the single point QM/MM
energies calculated with the original setup (setup I) and a calculations are strictly independent of each other.

6-311++G(2d,2p) basis set and the B3LYP hybrid functional

3.4. Importance of Sampling.Having established that the

(setup I1) are plotted for three different simulations. Because environment is important for a proper description of the
the fluctuations are small compared to the shift in average reaction, it is now interesting to explore the role of sampling.
energy along the reaction pathway, it makes sense toAn approach sometimes employed in QM/MM calculations



1248 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Rod and Ryde

reaction pathway is employed. A method that has been used
extensively in the literature is to omit the MM environment
and optimize product, transition state, and the reactant
complex in a vacuum. Using this approach with setup I
] (B3LYP, 6-311G(2d,2p)) and with a solvent correction,
. which is based on a continuum model with a dielectric
- constant of 4, results in a forward barrier of 62 kJ/mol and
. a barrier of 138 kJ/mol for the reverse reaction. These values
! should be compared with the extrapolated values of 69 and
15 2.0 2.5 3.0 90 kJ/mol based on the QTCP-U method (Figure 8). Hence,
Reaction Coordinate (A) the forward barrier is fairly well reproduced, whereas the
reverse barrier is reproduced less well. The relatively small
and large deviations are because the transition state and
of 10 configurations taken from a simulation of the reactant ,reaCtE?nt_ComplexeS are similar and po!arize the environment
complex (RC, dashed) and the product complex (PC, dotted) in a similar manner as _r_evealed by Figure 10. In C(_)ntrast,
and compared with the QTCP-U method (solid). the product and transition state complexes polarize the
environment differently in a way that cannot be modeled
adequately by the low dielectric continuum model. It should
be emphasized that the reaction pathway optimized in a
vacuum is different from the QM/MM optimized reaction
pathway.

In the calculations in a vacuum, entropy changes and zero-
point energies can be estimated from normal mode calcula-
tions. Including entropy changes calculated in this way
. decreases the barrier for forward reaction by 8 kJ/mol and
20 increases that of the reverse reaction by 2 kJ/mol. Entropy

60 40 20 0 20 changes of the QM region are not included in the results
Y, (/mol/e,) based on the QTCP method, because the QM region is fixed.

) _ ) As a first approximation, the above values can be included.
Figure 10. The electrostatic potential caused by the MM However, the entropy change between the transition-state
environment at.the donor atom as a functlpn of that at the complex and reactant complex of 8 kJ/mol is probably an
acceptor atom in the methyl transfer reaction catalyzed by overestimation because the orientation of S¢group and
COMT. The potentials are plotted for a simulation of the . o

» the catecholate oxygen in the reactant complex optimized
reactant (red), transition state (blue), and product (green) . . . .
complexes. in a vacuum is different from that in the corresponding QM/
o _ _ _ MM structure. On the other hand, the transition state and
is to include the environment as a static set of point charges.product structures are quite similar in the two types of

Figure 9 shows energy barriers computed in this way using ca|culations. For these reasons, we do not add these entropy
the same fixed MM environments (including solvent mol- +arms to our final results.

ecules) for all points on the reaction pathway. Two different 3.5. QTCP-V Approach. As described in section 2.1, the

conf!gurat!ons_ for the MM environments are tested. One actual number of simulations may be reduced if the QTCP-V
configuration is taken from a simulation of the reactant . . .
method (Figure 2) is employed. Here we have tested this

complex (dashed curve), and the other is taken from aapproach by computing free energy barriers based on
imulati f th duct lex (dotted . The f ! ) _ . .
simulation of the product complex (dotted curve). The former simulations with anchor points at 1.80, 2.05, or 2.55 A. Using

one gives barrier heights of 59 and 47 kJ/mol for the forward h h ints. th ted barriers for the f d
and reverse reaction, respectively, and the later one gives ese anchor points, the computed barriers for the forwar

barrier heights of 26 and 96 kd/mol. The difference between "€action are found to be 50, 63, or 58 kJ/mol, respectively,
the two curves is caused by a change in the polarization of and_ 82,70 or 61 kJ/moI, respe_ctlvely, for the reverse reaction.
the environment upon going from the reactant complex to N ight of the previous section, these deviations are not
the product complex. This can be seen from Figure 10 where SUrPrising since a single simulation does not sample impor-
the electrostatic potential at the donor atovg)(versus that ~ t@nt contributions to all the other points.
at the acceptor atonVg) is plotted for the reactant complex ~ We can compute a barrier where each of the three
(RC), the transition state complex (TSC), and the product Simulations are used only to compute free energy changes
complex (PC). The lack of a significant overlap between the in an interval around the point for which the simulation was
distributions of the product complex and the other complexes performed. The three pieces can then be merged together to
also shows that sampling of one complex does not samplegive the complete free energy barrier. The result from this
important contributions to the free energy of the other strategy is plotted in Figure 11 (black line) and compared to
complex®® the result based on the QTCP-U method in the lower panel.
As mentioned previously, omitting the MM environment It is seen that the agreement is pretty good. The reaction
leads to a very low barrier, if the same QM/MM optimized barrier based on the QTCP-V method is 60 kJ/mol for the

Free energy (kJ/mol)

Figure 9. Energy barriers for methyl transfer catalyzed by
COMT using a fixed MM enviroment. The curves are averages

60

40

20

Vylk)/mol/e,)
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= . e A Figure 12. Free energy barrier for the methyl transfer reaction
% /?ﬂi‘ catalyzed by COMT computed by means of the QM/MM-FE
= R4 T approach, eq 23 (circles and dotted line), and compared with
g E the barrier based on the QTCP-U method in Figure 6 (solid
E 2SN S line). A free energy barrier based on the QM/MM-FE approach
2 and using the approximation in eq 24 is plotted with the
T triangles connected with a dashed line.
1 ,2'0 ,2'5 80 The results based on eq 23 (dotted line) reproduces the
Reaction Coordinate (A) . . . . . .
barrier for forward reaction well with a slight overestimation
Figure 11. Top: Free energy barriers based on the QTCP-V of 1 kJ/mol, whereas the barrier for the reverse reaction is
method using anchor points of dec—o = 1.80 A (cyan), dc—o = overestimated by 10 kJ/mol. This trend is not surprising,
2.05 A (green), or dc—o = 2.55 A (magenta). The bold black since the point charges employed are derived from a
curve is a free energy barrier generated by merging pieces QM/MM calculation where the enzyme is relaxed and the
from the three other curves together. Bottom: Comparison solvent is equilibrated to the reactant complex, and therefore
of the merged black curve from the top panel with the free the point charges model the electron density of points close

energy barrier based on the QTCP-U method. to the reactant complex better than points closer to the

forward reaction and 78 kJ/mol for the reverse reaction, to product complex.
be compared with 56 and 79 kJ/mol for the QTCP-U method. On the other hand, if eq 25 is used (dashed line), the
The curves based on the 2.55 and 2.05 A anchor pointsreaction barrier for forward reaction is underestimated by 5
coincide over a large interval between the two anchor points. kJ/mol and that of the reverse reaction by 4 kJ/mol. The
In fact, the curve based solely on the 2.55 A anchor point similar performance over the entire range might be due to
almost predicts the correct barrier height for forward reaction. cancellation of errors as discussed in section 2.3.
This feature is consistent with the scattering plot in Figure  Nonetheless, with or without the approximation in eq 24
10, which shows that the simulation of the reactant complex included, the QM/MM-FE approach seems to be a reasonable
(next to the 2.55 A anchor point) samples important approximation to the QTCP approach leading to a significant
contributions about the transition state complex at 2.05 A. reduction of CPU time consumed.
On the other hand, merging of the curves based on the 2.05
and 1.80 A anchor points is less well defined. Splicing the 4. Discussion and Conclusion
two curves either at 1.95 or 1.80 A gives slightly different We have described a method, QTCP, that makes it possible
results for the reverse barrier height4 kJ/mol difference). to compute converged high-level free energy changes. We
The solid curve in Figure 11 is based on the average of thehave used it successfully to compute a free energy barrier
two values. for the methyl transfer reaction catalyzed by catechol
We finally mention that the three curves also can be O-methyltransferase. The computations are based on a total
aligned relative to each other by computing the classical free of 600 ps simulations per point on a reaction pathway (200
energy changes between the three anchor points. The singlgs equilibration and 400 ps production run) and result in a
step free energy computations between the anchor points ardree energy barrier of 56 kJ/mol using the 6-8)G* basis
however associated with great uncertainty. This is revealedset with the PBE exchange-correlation functional. This value
by a hysteresis of about 8 kJ/mol for both the 1-8®.05 can be extrapolated to 69 kJ/mol using the 6-8%15(2d,-
A and the 2.05~ 2.55 A step. Nonetheless, if the averages 2p) basis set with the B3LYP functional, which is in excellent
over the values computed for the forward and reverse agreement with an experimental value of about 75 kJ/mol.
transitions are used, almost the same results as that fromThe results are converged to standard errors to within 1 kJ/
the splicing of the curves is obtained. mol and with a hysteresis of less than 2 kJ/mol. To obtain
3.6. QM/MM-FE Approach. Figure 12 compares results such a good convergence we fix the QM region and make a
based on the QM/MM-FE method, eq 23 or 25, with results simple link atom correction, which compensates for the
based on the more exact QTCP-U method. The two QM/ improper description of covalent bonds at the interface
MM-FE approaches differ in how the QM ener&an: is between the MM and QM region.
approximated (the approximation in eq 24 turns eq 23 into  An important outcome of our computations is that a
eqg 25). significant polarization of the environment occurs as the
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reaction progresses. For that reason relaxation of the MM (2) Chandrasekhar, J.; Jorgensen, WJ.LAm. Chem. So¢985

environment is important as obtained through the MD 107,2974-2975.
simulations. It is possible that minimization of the total QM/ (3) Chandrasekhar, J.; Smith, S. F.; Jorgensen, WI. lLAm.
MM energy would give similar results. Electronic polariza- Chem. Soc1985 107,154-163.

tion of the QM region does not need to be described in great 4y jorgensen, W. LAcc. Chem. Re€.989 22, 184-189.
detail. This is illustrated by the fact that energy fluctuations
are almost invariant to the exchange-correlation functional
and basis set employed. Moreover, using a point charge .
description of the QM region, as in the QM/MM-FE (6) Srajbl, M.; Hong, G.; Warshel, AJ. Phys. Chem. 2002
approach, reproduces the results fairly well. 106,13333-13343.

We have demonstrated that significant CPU time can be (7) Iftimie, R.; Salahub, D.; Wei, D.; Schofield,d. Chem. Phys.
saved by using an extrapolation scheme and also that the 200Q 113,4852-4862.
number of simulations can be reduced. The CPU time can (8) Iftimie, R.; Schofield, JJ. Chem. Phys2001, 114,6763-

(5) Muller, R. P.; Warshel, Al. Phys. Chenil995 99,17516-
17524.

be reduced even further by using the QM/MM-FE ap- 6773.

proximation. (9) Iftimie, R.; Schofield, JJ. Chem. Phys2001, 115,5891—
A major approximation in the current implementation of 5902.

the QTCP method and in other similar methods is that (10) Iftimie, R.; Salahub, D.; Schofield, J. Chem. Phys2003

entropic effects from the internal degrees of freedom of the 119,11285-11297.

QM region are ignored or at least considered constant along (11 |ftimie, R.; Schofield, Jint. J. Quantum Chen2003 91,

the reaction pathway. The need for fixing the QM region is 404—413.

caused by the very different potential surfaces for the QM
internal degrees of freedom in the QM and MM description ]
of the QM region, which in turn makes the MM QM FEP (13) Stanton, R. V.; Pékgla, M.; Bakowies, D.; Kollman, P. A.
calculations difficult to converge, cf. refs 6 and 22. In a first J. Am. Chem. S04.998 120, 3448-3457.
approximation, entropic effects from the QM region can be (14) Kuhn, B.; Kollman, P. AJ. Am. Chem. So200Q 122,

(12) Bandyopadhyay, R. Chem. Phys2005 122,091102.

estimated from normal mode calculations based on optimized 2586-2596.

QM structures in a vacuum. However, we find such an (15) Kollman, P. A.; Kuhn, B.; Donini, O.; Perakyla, M.; Stanton,
approach unreliable since the reaction pathway in a vacuum R.; Bakowies, DAcc. Chem. Re001, 34, 72—79.

is different from that obtained from the QM/MM reaction  (16) zhang, Y.; Liu, H.; Yang, WJ. Chem. Phys200Q 112,
pathway. In the current study, this is most noticeable for the 3483-3492.

forward reaction, since the reaction complex optimized in a (17) Zhang, Y.; Liu, H.: Yang, W. Ab Initio QW/MM and Free
vacuum iS markedly diﬁerent from the one Optimized by QM/ Energy Calculations of Enzyme Reactions. Macro-
MM calculations. A different approach is to include QM molecules-Challenges and ApplicationSchlick, T., Gan,
entropic effects by parametrizing the QM region along the H. H., Eds.; Springer-Verlag's Lecture Series in Computa-
reaction pathway and use the parametrized potential surface tional Science and Engineering, Springer: New York, 2002.
to describe fluctuations of the QM regié#?>6However, if (18) Liu, H.; Zhang, Y.; Yang, WJ. Am. Chem. So200Q 122,
the parametrization mimics the ab initio QM potential surface 6560-6570.

well, it should also be possible to obtain converged MM (19) Cisneros, G. A.; Liu, H.; Zhang, Y.; Yang, W. Am. Chem.
QM FEP calculations. Indeed, the Mt QM FEP calcula- S0c.2003 125,10384-10393.

tions can be considered as a test of a computationally cheaper

) . . 20) Ishida, T.; Kato, SJ. Am. Chem. So@003 125, 12035~
potential. In this regard, Wood and co-workers find that the (20) 12048. 3

FEP calculations can be improved considerably by using
better reference potentials. Moreover, the ab initio calcula-
tions involved in the MM— QM FEP calculations can be
used to optimize the reference potentfad®28.29.3\Warshel (22) Bentzien, J.; Muller, R. P.; FlomaJ.; Warshel, AJ. Phys.
and co-workers have also proposed an alternative approach Chem. B1998 102,2293-2301.

to circumvent the problem of a flexible QM region. The (23) Olsson, M. H. M.; Hong, G.; Warshel, 8. Am. Chem. Soc.
approach is based on the linear response approximation 2003 125,5025-5039.

(LRA) and involves sampling of the ab initio potential energy  (24) Warshel, AAnnu. Re. Biophys. Biomol. Struc2003 32,

(21) Ishida, T.; Kato, SJ. Am. Chem. So2004 126, 7111~
7118.

surface in addition to the EVB potential energy surface. 425-443.

In conclusion, the QTCP and the QM/MM-FE methods (25) Warshel, A.; Weiss, R. MJ. Am. Chem. Sod98Q 102,
seem to be promising methods for computing high-level 6218-6226.
quantum mechanical free energies. We are currently testing (26) wood, R. H.; Yezdimer, E. M.; Sakane, S.; Barriocanal, J.
the methods, e.g. for the calculation of proton and electron A.; Doren, D. J.J. Chem. Phys1999 110, 1329-1337.
affinities. (27) Sakane, S.; Yezdimer, E. M.; Liu, W.; Barriocanal, J. A.;

Doren, D. J.; Wood, R. Hl. Chem. Phy200Q 113,2583—
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Abstract: We describe one of the first attempts at unrestrained modeling of self-association of
o-helices in implicit heterogeneous membrane-mimic media. The computational approach is
based on the Monte Carlo conformational search for peptides in dihedral angles space. The
membrane is approximated by an effective potential. The method is tested in calculations of
two hydrophobic segments of human glycophorin A (GpA), known to form membrane-spanning
dimers in real lipid bilayers. Our main findings may be summarized as follows. Modeling in
vacuo does not adequately describe the behavior of GpA helices, failing to reproduce
experimental structural data. The membrane environment stabilizes a-helical conformation of
GpA monomers, inducing their transmembrane insertion and facilitating interhelical contacts.
The voltage difference across the membrane promotes “head-to-head” orientation of the helices.
“Fine-tuning” of the monomers in a complex is shown to be regulated by van der Waals
interactions. Detailed exploration of conformational space of the system starting from arbitrary
locations of two noninteracting helices reveals only several groups of energetically favorable
structures. All of them represent tightly packed transmembrane helical dimers. In overall, they
agree reasonably well with mutagenesis data, some of them are close to NMR-derived structures.
A possibility of left-handed dimers is discussed. We assume that the observed moderate structural
heterogeneity (the existence of several groups of states with close energies) reflects a real
equilibrium dynamics of the monomers—at least in membrane mimics used in experimental
studies of GpA. The elaborated computational approach is universal and may be employed in
studies of a wide class of membrane peptides and proteins.

1. Introduction protein—protein interactions in lipid membranes are very
Membrane proteins (MP) constitute30% of all proteins important for a large number of crucial cell proces&egs.
encoded by whole genomé®elineation of the structure Membrane bound helix associates are the most appropriate

function relationships for MPs represents an intriguing objects to study such interactions owing to the relative
challenge. Apart from fundamental importance, solving the simplicity of the systems and their stability. In addition,
problem would be invaluable in the optimization of these hydrophobic and amphiphilig-helices represent a dominant
molecules’ behavior for pharmaceutical applications. Many structural motif responsible for the binding of MPs to
of MPs contain several transmembrane (TM) fragments or membranes. Thus, TM helix interactions mediate the func-
function as oligomers. It is well-established now that tional activity of a large number of integral and peripheral
MPs: receptors, ion channels, and otHeFarthermore, it
* Corresponding author phone: (7-095) 336 20 00; e-mail: has recently been established that dimerization of TM
efremov@nmr.ru. o-helices may play a crucial role in the functioning of
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receptor tyrosine kinasésnteraction of individuabi-helices been applied to predict 3D models of a numbeusdielical
with membranes and membrane mimics has been extensiveldimers?®-24 Most of them possess severe limitations. First,
studied using both experimental and modeling techniquesthe simulations (except in refs 23 and 24) were carried out
(see refs 57 for reviews). Analysis of atomic resolution either in vacuo or in a continuum dielectric with low
structures of MPs revealed a number of common principles permeability. Additionally, the monomers were always
of helix packing in membrané¥. On the other hand, “rigid”, and hence the common occurrence of local distor-
molecular mechanisms that drive such association are stilltions in TM helices, like kinks and bends, was not taken
poorly understood due to the difficulties of their experimental into account. Finally, it was a priori proposed that helices
studies. Therefore, elaboration of independent techniques isadopt a TM orientation. These studies show that the NMR
especially well-timed. Molecular modeling represents a structure of the GpA dimer can be predicted more or less
promising alternative, which considerably extends and correctly even without media effeetst is sufficient to
complements traditional structural biology tools such as introduce just a few restraints (helicity, TM orientation,
X-ray and NMR spectroscopy. parallel packing). This is because GpA is a well-studied

A suitable system for the development of computational Systém, and such restraints can be defined before the
techniques to assess helix interactions in membranes is théimulation. In this case the answer already lies (at least
hydrophobic segment 697 (GpA) of human glycophorin  Partially) in the input-one knows a priori what one wants

A from erythrocyte membrané8. This relatively small 0 get. However, to proceed with the new oligomers, for
system has been extensively studied in experiments. InWhich the structural experimental data are missing, the
membranes and detergent micelles GpA foraaselical membrane effects on structure and/or insertion mechanisms

homodimers with parallel (head-to-head) orientation. Site- Should be taken into account. Thus, the modeling of even
directed mutagenedishas revealed that the LIXXGVXXG- the simplest membrane helical oligomers is not straightfor-
VXXT sequence pattern (where x marks an arbitrary residue) Ward, and the development of new efficient algorithms seems
is important for dimerization. A spatial model of the dimer ~Very promising. To have a predictive power, they should not
has been elaborated on the basis of these data and the result§P0se any structural restraints and should not be based on
of computer simulation&13 This has been done for two & Priori knowledgg of the mode of membrane binding for
helices in vacuo using global optimization technique com- the peptides. Previously we glaborated such a comput_atlonal
bining molecular dynamics (MD) and simulated annealing. @PProach based on unrestrained Monte Carlo (MC) simula-
To prevent helix dissociation, a number of intermonomer tioNs in the presence of heterogeneous implicit membrane
distance restraints have been employed. The most plausibldr€viewed in ref 7). Applied to a large number @fhelical
model of the dimer represents a right-handed helical super-PePtides, this method was efficient in reproducing the main
coil. It has been selected in agreement with mutagenesis datd€ndencies in peptidemembrane interactions in accord with
and geometrical rules of helix packing in globular proteins. €xperimental data.

Later, the model has been refined using several interhelical Here we undertake one of the first attempts at unrestrained
distance restraints obtained by NMR in detergent micElles ab initio modeling of self-association of two Gmihelices

and by solid-state NMR in lipid bilayef8 Despite the atomic N implicit membrane. The objective was to check whether
resolution of the models, NMR experiments yield only five the calculations are capable of predicting the dimer structures
pairs of restraints on interhelical distances. Because of suchclose to those observed in experiments. In addition to this,
a small number of restraints, the question of uniqueness ofPecause the experimental data on GpA have been obtained
the model proposed for 3D structure of GpA still remains to N artificial membrane mimics, not in real membranes, it was
be answered. Moreover, there is a wealth of NMR #dfa  challenging to explore other conformational possibilities for
confirming that in many cases there is an equilibrium helix complexes- possibly, depending on the media proper-
conformational exchange between different oligomeric statesties, some of them may be realized under native conditions.
of helices in membrane-mimic environments. Such effects

have been also recently reported based on MD simulations2. Simulation Details

of hydrophobic helices in explicit hydrated octane sfab.  The System The calculations were performed for two GpA
Noteworthy is that all the aforementioned experiments with segments with sequence$*EPEITLIIFGVMAGVIGTIL-
GpA have been carried out in membrane mimics, like LISYGIRR®". All-atom starting structures of GpA were built
detergent micelles and lipid vesicles. Even in these artificial in a-helical conformation-previously we have showhthat
environments the spatial structures of the dimer are somewhain an implicit membrane the GpA monomer folds in the TM
different. Furthermore, helix dimerization is mediated by the a-helix from the initial random coil. As shown in Figure
micellar compositiort? Real biological membranes are much 1A, 10 and 20 dummy residues were attached to the
more complex in terms of physicochemical properties and N-terminus of monomer-1 and introduced between the
therefore may strongly affect helix interactions. Nevertheless, monomers, respectively. This was done to change the
the appearance of the 3D model of GpA dimer in membrane orientation of peptides with respect to each other and to the
mimics (hereafter called “the nativelike structure”, although membrane during the simulation. These “virtual” residues
the spatial structure under native conditions is yet to be were taken from the standard library of the FANTOM
solved) has stimulated the development of theoretical program?® They do not contribute to the energy of the
methods to study helix interactions in MPs. A number of system. First the atom of the N-terminal dummy residue was
approaches resembling that suggested in ref 12 have sincalways positioned in the center of the hydrophobic layer with
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Figure 1. (A) Schematic drawing of the molecular system

used in Monte Carlo simulations. Cylinders marked “1” and
“2” represent a-helical monomers (segments 69—97) of GpA.
Thin broken lines indicate dummy residues. Termini of the
system are marked with symbols “N” and “C”. (B) Definition
of the geometrical parameters for two a-helices in a dimer:
© and d are respectively the angle and the distance between
the helical axes.
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Figure 2. (A—C) The arbitrary chosen starting configurations
of two noninteracting a-helices of GpA used in Monte Carlo
simulations. (D) The starting structure of the NMR-derived
model of the GpA dimer. The peptides are displayed with
ribbons. The nonpolar layer of membrane is shown in gray.
The monomers are marked “1” and “2".

coordinates (0,0,0). The inclusion of the “dummy” regions
was dictated by the necessity of continuity of the protein

backbone for simulations in dihedral angles space. Charges
were assigned to the peptide atoms at pH 7. Simulations were

started from three independent positions of noninteracting
o-helices (Figure 2). Atomic coordinates of the NMR-derived
model* of the dimer (GpAwr, residues 6397) were taken
from the Brookhaven Protein Data Bafikentry lafo. MC
search for GpAwr in an implicit membrane was performed
with dummy residues introduced as shown in Figure 1A.

The starting structure was arbitrarily placed in an agqueous

phase (Figure 2D). The lowest-energy state found for
GpAuwr in @ membrane is referenced as GRA-mem
Simulation Protocol. The peptides’ conformational space

was explored via MC search in torsion angles space as

described elsewher@ The membrane was represented by a
“hydrophobic slab” described by an effective solvation

potential. This was done using atomic solvation parameters

(ASP) for gas-cyclohexane and gasater transfer, which
mimic the hydrophobic membrane core, lipidater inter-
face, and aqueous solutih.All-atom potential energy
function for the protein was taken in the following form:
Etota = Eeceppiot Esov + Eay - The termEgceppzincludes

Vereshaga et al.
contributions?® Eqqy is the solvation energy

N

E Ao, ASA 1)

solv

whereASA andAg; are accessible surface area (ASA) and
ASP of atomi, respectively, andN is the number of atoms.
The values of ASPs were taken from ref 28. Interaction of
the protein with both agueous and membrane environments
is given by eq 2, wherdg; depends on the coordinate of
atomi (the axisZ is normal to the membrane plane)

Aci(2) =
AG™™— 0.5(Acl™™ — Ag)-dl42 if |2 < 7,
A0+ 0.5(Acl™" — Ao!"™)-e (2" if |z = 7 @)
whereAo™™ and Ac** are ASP values for the typieatom
in aqueous (wat) or nonpolar (mem) environments, respec-
tively; z is a half-width of the membrane (i.e., the hydro-
phobic layer is restricted by the planes given by the equation
|z = z); D = 22 is the membrane thickness (30 A); ahd
is a characteristic half-width of the watemembrane
interface (in this studyl = 1.5 A).

Nonbond interactions were truncated with a spherical
cutoff of 30 A. As discussed earliét electrostatic interac-
tions were treated with distance-dependent dielectric perme-
ability e = 4 x r. Prior to MC simulations the structures
were subjected to 80150 cycles of conjugate gradients
minimization. Then several consecutive MC runsx(5L.0°
steps each) with different seed numbers and sampled 5, 3,
2, 1 randomly chosen torsion angles were performed without
restraints. At each MC step the structures were minimized
via 50-150 conjugate gradients iterations. In each run the
initial conformation was the lowest-energy one found in
previous runs. In sumy2.5 x 10* MC steps were performed
for all systems in one complete MC simulation. To preserve
the structure of the Gpdur model, in the beginning of the
MC search (first 3.3< 10° MC steps), a set of intermonomer
distance restraints derived from the NMR structure was
applied (Table 1 in the Supporting Information). The later
MC stages were performed without restraints. In total,
~4 x 10* MC steps were done for Gpfyr. One of the
resulting low-energy conformers (model GpA was sub-
jected to constant-temperature MC simulation without mini-
mization. This was done using % 10° MC steps aflT =
300 K.

The effect of TM potential £y = 300 mV) was taken
into account using a special energy ter, )70t

N
Er, = (FAYID) ) gz

®3)

whereq; andz are partial charge and coordinaef atom
i, andF is Faraday’s constant. Fon| > z, (2 = const.
Earlier we have showthat modeling withAy = 100 mV
reproduces the behavior of a signal peptide adequately well
as compared to experimental observations made under

van der Waals, torsion, electrostatic, and hydrogen bondingAy = 30 mV. So, we assume that the magnitude\gf =
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300 mV used in simulations (later also denoted Ag “= that the solvation energy was omitted.) Two types of starting
0%) roughly corresponds té\y ~ 100 mV in real mem- configurations were used in each medium, these being the
branes. randomly oriented helices and the Gpf& model (see

The models of both “less hydrophobic” and “more Methods). Furthemore, in the former case several indepen-
hydrophobic” membranes were constructed as follows. In dent simulations with different random starts were carried
the former case the membrane’s nonpolar pat£ 15 A) out with a view of checking, whether the unrestrained MC
was described by the ASP values obtained on the basis ofsearch may be used to predict the states that agree with the
the gas-octanol free energies of trangfdn the latter case,  experimental observations. In the latter case the following
this region was approximated with ASPs corresponding to a questions were addressed: “Whether the experimental struc-
hypothetical solvent that is “more hydrophobic” than cyclo- ture is stable in membrane mimic?”; “Whether the yielded
hexane. To do this, the gas-cyclohexane values of ASPs werdow-energy states compete in energy with the “nativelike”
calculated according to the following formulaAg™e™ = structures?”; and “How do they bind to the membrane
a x Ao™Ma — 1) x Ac™, where the coefficiena was (geometry of insertion)?” Comparison of the results obtained
taken to be equal to 1.2. The modified membrane modelsin both cases is required to assess the quality of sampling of
were employed in MC simulations analogous to those the GpA’s conformational space: is it sufficient enough to
described above. Other details will be given elsewhere provide solutions that agree with the experimental data. It is

(Efremov et al., manuscript in preparation). important that the low-energy states obtained in simulations

A Hypothetical Left-Handed Model of the GpA Dimer. of the same type (see below) revealed similar energies,
Such the model (hereafter indicated as @Gp#as built as structures, and modes of membrane binding. This gives
follows. The low-energy MC state with parameteils{ 5.7 strong grounds to believe that the essential sampling of the

A; ® ~ 58°) was used as a structural templatend® are conformational space was reached in MC simulations.

the distance and the angle between helical axes of the Simulations in Vacuo: Wrong Way to the “Nativelike”
monomers (Figure 1B). Two ideai-helices of GpA were  Structure of the Dimer. The low-energy states obtained
fitted into this model over Catoms using the least-squares from random starts represent either “hairpin (HP)-helix”
criterion, thus preserving the helix packing inherent in the structures or antiparallel (head-to-tail) dimers (JMnot

MC model. The resulting structure was subjected to energy shown). They demonstrate large conformational hetero-
minimization in vacuo using 3x 10” steepest descent geneity-HP-helices may be destabilized on different resi-
iterations followed by 2x 10* conjugate gradients steps. dues, and spatial disposition of the monomers varies in a
Five pairs of NMR distance restraiftsvere employed in  wide range. Furthermore, interfaces between the monomers
the minimization protocol. The calculation and visualization drastically differ from those in the Gpé Structure. A

of hydrophobic/hydrophilic properties of GpA were carried  similar situation was seen with the simulations starting from
out using the molecular hydrophobicity potential (MHP) the GpAwr model. In this case the initial “realistic” structure
approach, as described elsewh&®&he MHP values were  significantly loses in energy to the conformers found from

calculated on the solvent-accessible surfaces.-tielical random starts. In vacuo the “nativelike” model is unstable
segments Glu72-11e95 in the models G -mem GpAuc, the monomers rapidly change their mutual orientation, and
and GpA. the structure converges into the ones obtained from random

Analysis of the Results.Resulting states were analyzed starts (not shown). Therefore, unrestrained modeling in vacuo
using a set of auxiliary programs specially written for this. cannot be used for adequate simulations of TM helix
Only the low-energy states (in the ranggnf, EmintAE], interactions. Below we present the results obtained in a
whereEmi is the minimal energyAE = 15 kcal/mol) were  symmetrical membrane. (The term “symmetrical” means that
considered. Mutual disposition of the monomers was de- both sides of the membrane are equivalent in the mathemati-
scribed in terms of the valued ©, and the dimerization  cal sense.)
interface. The helix axes were calculated using the least- Two Helices in a Symmetrical Hydrophobic Slab:
squares fit to coordinates of backbone atoms. Accessiblepredominance of Misfolded DimersAs seen in Figure 3A,
surface areas (ASA) of residues and their secqndary structurgne presence of a hydrophobic layer stabilizesdHeelical
were assessed using the DSSP progfaResiduei was  srycture of both monomers and forces them to adopt TM

considered to lie on the dimerization interface if the grientations. Also, in their energetically favorable states the
difference between its ASA values in dimer and in monomer pglices pack together and form antiparall@|(> 90°, TMy)

exceeds 25 A(10 A? for glycines). Clustering of low-energy  or parallel (@] < 90°, TMy) dimers. The population of the
states was done based on the parameters of helix packingomer ones is considerably higher. Helix packing parameters

(©, d) and the composition of dimerization interface. for some of the low-energy states are shown in Table 1. It
can be seen that the states T&hd TM: have low energies
3. Results of interaction with the environmenE{,,): the hydrophobic

The Choice of the Studied Systems and the Simulation  residues in the central part of helices are exposed to apolar
Protocols. To understand to what extent the membrane membrane core, while the hydrophilic ones (on the GpA
environment determines the spatial structure of monomerstermini) are accessible to water. Also, the overall stability
and drives their association MC simulations of taxelices of such dimers is determined by the saturation of their
of GpA were performed in vacuo and in a hydrophobic slab H-bonding potencies (maximal number of residues in
with and without TM voltage. (The term “vacuum” means o-helix) and by favorable van der Waals interhelical contacts.
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Figure 3. Monte Carlo simulations of two a-helices of GpA
in implicit membrane without (A) and with (B) applied TM
potential. Groups of the low-energy states are indicated with
numbers (as in Table 1). GpAxmr-mem IS the lowest-energy
state of the NMR-derived model of GpA. The peptide’s termini
are marked with symbols “N” and “C”. Side chains of positively
(Arg96, Arg97) and negatively (Glu70, Glu72) charged resi-
dues are shown in stick presentation. In the structure A-1 they
are also marked with symbols “+” and “—", respectively. The

peptides are displayed with ribbons. The nonpolar layer of
membrane is shown in gray.

Itis remarkable that in all TM dimers occurrence of the motif
GxxxG on the helix-helix interface correlates with low
values of thek,qw energy term. TM structures reveal smaller
values of the electrostatic ternkde.) due to interactions

Vereshaga et al.
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Figure 4. Two classes of the low-energy states found via
Monte Carlo simulations in implicit membrane with applied
TM potential. Distribution of the dimers over their solvation
(Eson) and van der Waals (Eyqw) energy terms. Class 1: tightly
packed dimers with symmetrical interface; class 2: dimers with
helices interacting by the terminal parts. Typical examples of
structures from both classes are shown with ribbons. Dashed
vertical line indicates an approximate boundary between the
two classes. The symbols “C*” and “B” mark respectively
GpAnvR-mem @and GpAyc states. For other details see the
legend to Figure 3.

TM-orientation, and their hydrophobic parts strongly interact
with the medium imitating lipid bilayerthe corresponding
impact to the solvation energy of the dimedg.{,) being

~ —35 kcal/mol for the hydrophobic membrane core and
~ —15 kcal/mol for the interfacial region. The peptides’
termini reveal highly favorable contacts with waté&oy
being~ —135 kcal/mol. Moreover, in all low-energy states
the monomers constitute tightly packed TM complexes, i.e.,
the formation of proteirprotein contacts in a nonpolar
environment is an energetically more beneficial process than
giving to each of the peptides all the accessible area for
contacts with the medium. At the same time, a number of
significant differences were observed comparing with the
caseAy = 0. For instance, the dipole moments of the
o-helices are oriented in the direction of the TM electric
field. As a result, TM-dimers typical of GpA in membrane
are well reproduced in the calculations (Figure 3B). Besides,
the presence oAy affects the geometry of helix packing:
unlike the casé\y = 0, the resulting states agree better with

between opposite charges on the monomers’ termini. In thethe GpAwr model (Table 1). Additionally, a lesser degree

calculations starting from the Gpfw model, the low-energy
states (GpAmr-mem represent TMu-helical dimers, and the

of conformational heterogeneity of the MC states results in
a restricted number of solutions. To define how adequate

monomers almost do not change their packing as comparedhe dimeric MC structures are, it is necessary to inspect the

to the initial structure. Tight packing of parallel helices in
GpAnmr-mem (IOW Eygw) compensates for the unfavorable
electrostatic contacts between their termini.

Electrostatic Potential on the Membrane: The Way
To Correct Folding of the Dimer? Unrestrained Simula-
tions from Arbitrary StartsThe low-energy states obtained
from random starts in a membrane with applied TM voltage
are characterized as follows. Like in a symmetra)(= 0
mV) membrane, the monomers retain well their initial
o-helical conformation (Figure 3B). Botft-helices adopt a

mutual positions of the helices and to pinpoint the interac-
tions driving the dimerization in the membrane.

With this aim in view, the total energy and its components
for both the entire complexes and individual monomers and
residues were considered, and the dimerization interfaces
were delineated. The results reveal two highly populated
classes of conformers (Figure 4). In the first of them the
area of intermonomer contacts is located in the central part
of the dimer, while in the second class the subunits interact
mostly by their termini. States from both classes have
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Table 1. Parameters of the Low-Energy States of the GpA Dimer Found via Monte Carlo Simulations in Implicit Membrane
with and without Applied Transmembrane Voltage

T 2 2 " . . . 3 4
Group d 2 dimerization interface E ol Eteet, Evaw Esony
Membrane with Ay =0
SEPEITLIIFGVMAGVIGTILLISYGIRR
1 (TM1y) 9.2 165.3 E_LI_GV G T LI I _ -584.5 10.3 -373.1 -173.0
(0.4) ( 2.7) R_GY IL T G VG I _E (2.4) (1.3) ( 8.4) (5.4)
2 (TM1)) 9.8 142 .2 ﬁITVI—GTT—ILITTGI—R -585.6 13.4 -362.5 -181.9
(0.1) (0.4) B a e R (3.6) (0.5) (0.6) (0.6)
8.9 -33.8 B 1 iz -577.5 14.1 -357.4 -183.5
3 (TM11) (0.2) (1.3) % (1.3) (0.2) (1.5) (0.5)
Membrane with Ay # 0
Class-1 structures
SEPEITLIIFGVMAGVIGTILLISYGIRR
- B . _— II VM VI -629.8 18.2 -370.4 -191.8
(TMr1) : v
i il II_WM_¥__ I (0.5) (0.2) (0.3) (0.4)
2 (M) 6.5 S & I I ¥ @Y T 1 G -632.4 18.9 -382.3 -185.9
M ‘ '
0.1) (1.1) I_W GV T LI (1.7} (0.2) (1.5) (0.8)
I I ¥ ¥ I I I
3 (TMp1) 9.0 5.9 - — -626.9 18.8 -379.3 -188.0
(0.1)  (0.2) —E _BE_GV 8 GF LG (2.7)  (0.3) (1.9) (1.3)
4 (TMr1) 6.9  42.6 —— RO TR -629.3 216 sadE Eig4.a
(0.1) (0.8) ——— -l (1.6) (0.4) (1.4) (0.7)
5 (TMr1) 5.5 60.2 —i—g—}\g—g—it—Y— -626.5 19.3 -378.6 -190.2
(0.2) (2.0) — s weaR e e (2.9) (1.3) (3.0) (1.2)
_ 5 51 25 9 E LI_GV GV T I -628.4 17.4 -372.7 -192.0
6 (GPAwc) (0.4) (1.4) E LT GV GV T T (4.4) (0.4) (2.5) (3.7)
(I'M11)
E LT GV GV T X
GPANMR e 6 Til -39.8 — — .. ———— -622.3 20.6 -382.5 -187.0
et 0.1)  (0.3) — B B & BT 2 (1.0) (0.2) (3,7 (2.8)
(TM11)
Class-2 structures '
I_GI
a (TM11) 7.1 -39.9 ey -623.1 17.0 -359.7 -196.5
(0.9) (4.2) = e {2.1) {1.5) (2.4) (3.5)
b (TM71) 9.5  47.0 —PE—E -624.1 18.1 -361.1 -195.5
0.8) (5.9) (1.7) (0.4) (2.6) (1.3)
¢ (TM11) 10.9  47.8 5 EI—FG—G— -622.5 19.0 -359.4 -196.5
(0.5) (4.2) — (1.4) (0.6) (3.9) (2.2)

1 The group numbers are the same as in Figure 3. The symbols TMy and TMy indicate antiparallel and parallel TM dimers, respectively. 2 d
and O are respectively the mean distance (in A) and the mean angle (in deg) between helix axes for a given group of states. Standard deviations
are given in brackets. 3 Residues found on the helix—helix interface are indicated with their one-letter code. Gray hatching shows, whether
these residues also contribute to dimerization according to mutagenesis data.l! Sequences of the monomers 1 and 2 are shown either in
antiparallel or in parallel orientations—for TMy and TMy states, respectively. * Eotal, Eelect, Evaw, @and Eso are the mean values of total, electrostatic,
van der Waals, and solvation energies, respectively (in kcal/mol). Standard deviations are given in brackets. > GpAnc is the calculated model
most close to the NMR structure of the dimer.1* ¢ GpAnmr—mem iS the lowest-energy state found starting from the NMR-derived model (GpAnmr)
of the dimer in implicit membrane. The values © and d in GpAxmr—mem and in GpAnmr are very similar. 7 These class-2 states are not shown
in Figure 3B.

comparable values of total energy, but the teiffgs, and respectively). Because of this the subunits interact with the
E.qw differ. Thus, the states of class-1 are characterized by membrane to a greater extent, thus resulting in lower values
a tighter packing of helices (Figure 4). As a resElw for of Eson

them is~10 kcal/mol lower than in class-2. The states of  As argued below (see Discussion), the class-1 of states
class-2 have a smaller area of intermonomer contactswas selected for further inquiry. In total, about 800 such
(370 = 50 A2 and 250+ 70 A? in classes 1 and 2, structures were delineated. They have diverse types of helix
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Figure 5. Distribution of the low-energy states of class-1
found via Monte Carlo simulations in implicit membrane with
applied TM potential over their helix packing parameters d
and © (distance and angle between helix axes, respectively).
Numbering of groups is that as in Table 1.

G83  T87

Relative importance for dimerization

Residue number

Figure 6. Relative importance of GpA residues in dimeriza-
tion. Bold line: mutagenesis data, taken from ref 11- Dashed
line: frequency of occurrence of residues on the helix—helix
interface: results of summary analysis of the groups of low-
energy states obtained via Monte Carlo simulations (listed in
Table 1). The distributions are normalized on the range
[0, 1].
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another (Table 1). Because tlehelices have identical
sequences, this result seems quite plausible, although asym-
metrical homodimers have also been predicted for some other
TM peptides (e.g., ref 18). We should note that the NMR
model has been built as a symmetrical dimer as well.
Interestingly, the formation of complexes with either negative
(groups 1 and 6, Table 1) or positive (groups3) values

of the angle® is possible, corresponding to right- and left-
handed double super-helix, respectively. For both types of
structures the largest population of states is observed when
d ~ 9 A. This agrees with the data on statistical analysis of
high-resolution structures ofa-helical complexes in
MPs834in the majority of the helical paird ~ 9.6 A, while
those withd ~ 7.0 A are rare. Among the states with <

0 is one (highly populated) group of dimers with packing
parameters close to the model G (Table 1). The best
correspondence is observed for the group-6 ((xAThese

are the states for which the dimerization interface is entirely
symmetrical and agrees well with that found by NMR. To
inspect the stability of the resulting dimeric states, one of
the found low-energy conformers (Gp&) was subjected

to constant-temperature MC simulation without minimization.

It was shown that the Gp#: model was stable during &

10°P MC steps: resulting all-atom RMSDs were within 1 A
from the initial structure.

Simulations with the Gpéwr Start. Resulting low-energy
states represent TM complexes with the termini accessible
to water (Figure 3B, Table 1). The initial structure is well
retained-for residues 7195 the backbone RMSDs with the
starting NMR model do not exceed 1.2 A. The model
GpAuvr-memhas the total energy close to that in other groups
of states (Table 1). Comparison with one of such structures
(GpAwc) reveals that both dimers have similar geometry of
membrane binding (Figure 3B) and dimerization interface
(Table 1). One exception is provided by residues Letin5
the model Gp#xc their side chains do not form such tight
intermonomer contact, as in the experimental structure.
Despite a relatively high backbone RMSD as compared to

packing (Table 1). Accordingly, the composition of the the GpAuc structure (2.5 A on the region #B5) and
dimerization interface may vary as well. Nevertheless, in all SOmewhat overestimated distances for a number of helix
these structures, most of the residues involved in kelix contacts on the N-terminus (Table 2 in the Supporting
helix contacts were also found on the interface in experi- Information), in overall, the model Gp#s represents a rather
mental studies. The groups of low-energy states represeng00d approximation for the structure observed by NMR in
well-defined and compact clusters which do not overlap Micelles. We should mention that, unlike the GpA model,
(Figure 5), and therefore On|y a limited number of possib|e the helices in the Gpﬁc states were not restrained to their
packing geometries should be used for future analysis. Noideal conformations.
outliers of the clusters were found. As shown in Table 1, a  The Role of Hydrophobicity Degree of the Membrane.
complete conformity with the known motif of dimerization estimate the sensitivity of the modeling results to changes
was not observed for the theoretically predicted states, of the parameters of the lipid bilayer, calculations analogous
although in some of them six of seven residues were to those described above were conducted using “less
determined correctly. Indeed, summary analysis of dimer- hydrophobic” and “more hydrophobic” membranes. In the
ization interfaces in all groups listed in Table 1 yields a former case the membrane’s nonpolar part was approximated
distribution of residues most frequently involved in helix ~ with octanol, while in the latter study a hypothetical solvent
helix contacts quite similar to that found via mutagenesis in that is “more hydrophobic” than cyclohexane (in terms of
ref 11 (Figure 6). Putative reasons for the discrepanciesfree energy of transfer from water) was employed (see
observed near the C-terminus are discussed later (seéMethods”). It was shown that the application of such
Discussion). modified membranes leads to unrealistic conformations of
In the considered structures-helices pack in a sym-  the dimer: improper helix packing, helix destabilization, the
metrical (or nearly symmetrical) manner with respect to one appearance of nondimeric forms, etc. (data not shown,
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manuscript in preparation). This clearly demonstrates the (GpA_)—to the second one (Figure 7C). As seen in Figure
importance of the balance betweBk,, and other energy  7A,B, in the structure Gp#c the interfacial contact area
terms: underestimation as well as overestimation of the agrees well with that observed by NMR, although in the
media effects may considerably affect the resulting low- theoretical model the contact pattern has a somewhat smaller
energy states. tilt with respect to the helix axis (and, therefore, smaller value
Left-Handed a-Helical Dimer. As seen in Table 1, there of the angle@) In addition, in all the models the interface
are several groups of dimers wih > 0. Two of them are IS composed of parallel hydrophilic and hydrophobic stretches.
especially interesting, namely groups 2 and 5. This is becausdn the right- and left-handed dimers the last one is formed
the packing parameters in group-2 are frequently observedby residues lle76, Val80, Vald4, lle91 and Val80, Vald4,
in left-handed TM helical pair¥ while the densely packed ~Leu89, Leu90, respectively. Analysis of the dimerization
complexes of group-5 bear a resemblance to the left-handednteérface in both right- (GpAc) and left- (GpA) handed

dimers proposed ear”er based on mutagenesiSJ-HMano- MC models shows that the interdigitation of the side chains
mers in this group have favorable van der Waals contacts (‘grooves-into-ridges”) observed in the NMR structures is
and demonstrate symmetrical tight packingoehelices— well reproduced (Figure 7, bottom). Moreover, in the

mainly due to interactions in their middle parts, via the motif Ccalculated structureg, rotameric states of residues cor-
GVXAGXXG. Whether is it possible a dimeric structure with "espond well to those in the NMR models (data not shown).
® > 0, which also satisfies the constraints, imposed by

mutagenesis and NMR results? To answer this question, a4. Discussion

hypothetical structure was built based on one of MC Simulations in Vacuo or in a Hydrophobic Slab?Unre-
conformers from the group-5 (see “Methods”). Detailed strained modeling in vacuo clearly demonstrates that media
analysis of helix packing in structures GRASPANMR-mem effects are very important for proper description of folding
and GpAwr reveals that the model GpAatisfies reasonably  and assembling of TM-helices. Thus, the simulations from
well the two independent sets of NMR distance restréif#s.  random starts were unable to reproduce the “nativelike”
In the former case, average violations of the restraints areparallela-helical dimers observed in experiments. In addi-
1.10, 0.86, and 0.74 0.07 A for GpA, GPAwR-mem and tion, the well-packed Gpéur structure was unstable in
an ensemble of 19 experimental models (GpA. In the vacuo. The last result points to the fact that the failure of
latter case, such violations are 0.84, 0.18, and &A7.17 MC search from arbitrarily chosen positions of helices is
A, respectively (Table 3 in the Supporting Information). So, not related to the problem of insufficient sampling of the
the model GpA fits better to the solid-state NMR data. conformational space for the system. Instead, the reason is
Interestingly, MC simulations of the model Gpé in an that the absence of heterogeneous polar/apolar membrane
implicit membrane lead to a very good agreement with the environment leads to overestimated electrostatic interactions
restraints measured in lipid vesicles as compared to thosebetween charged termini of the peptides. In addition, aliphatic
obtained in micelles: during MC simulations the “micellar” side chains of a large number of residues tend to form
model converges to the structure observed in lipid vesicles. hydrophobic contacts with each other but not to be exposed
Therefore, overall, the hypothetical model Gpéoes not on the surface.

contradict NMR results. Analysis of helxhelix contacts On the contrary, MC search from random starts with
in GpA_ demonstrates that the dimerization interface includes noninteracting:-helices reveals that monomers of GpA retain
residues GXXXG (Table 1). Interestingly, residues Leu75, q-helical conformation in the hydrophobic slab, adapting TM
lle76, Gly79, Val80, Gly83, and Thr87, the importance of orientation and tightly packing together to form stable parallel
which for helix association was proved by the mutagenesis and antiparallel dimers. In a symmetrical slab only a small
results, form a helix helix interface in the model wit® > fraction of the low-energy states resembles the GpA

0°. Apart from those, the residues Gly86, Leu89, and Ile91 structure. Modeling in such a membrane does not possess
are also involved in helix association. According to mu- high predictive power because it results in a large number
tagenesis data, replacement of each of the last ones seriouslgf possible solutions, these being TM complexes with close
affects dimerization, even though they lie apart from the energies but drastically different packing. Moreover, most

interface in the model Gpévr. of them are misleading, their “head-to-tail” topology not
Complementarity of Hydrophobic/Hydrophilic Sur- resembling that found in experiments. It is important that,
faces.Two-dimensional hydrophobicity maps farhelices independently of the starting configuration (random starts

in models GpAwr, GpA_, and GpAyc are shown in Figure  or GpAuwr model), resulting low-energy states have close
7. Contour isolines display on their surfaces hydrophobic values of the total energy. This demonstrates high efficiency
regions with high positive values of MHP, and the gray- of the MC search and makes us confident that the developed
hatched areas indicate dimerization interfaces. It can be seerprotocol provides an essential sampling of states. Similar
that the characteristic feature of eagkhelix is its strong findings have also been reported in our previous studies of
hydrophobicity and presence of a relatively more polar other peptides and proteins (reviewed in ref 7).
“/A-shaped” pattern. Its left and right “arms” are formed  As for the surprisingly high population of misfolded (TM

by residues Ser92, Thr87, Gly83, Gly79 and Gly94, statesin a symmetrical membrane, we suppose that it is due
Gly86, Gly79, respectively. In the right-handed complexes to the equivalence of the two membrane sides: since there
(GpAwnmr, GpAuc) the dimerization interface fits to the first  is no preferential direction for the dipole moments of
polar region (Figure 7A,B), while in the left-handed model o-helices, both types of the dimers are energetically favor-
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Rise, A

‘-_

Figure 7. Hydrophobicity and packing of the NMR-derived and calculated models of GpA dimer: GpAnwr (A), GpAwc (B), and
GpA. (C). (Top) Hydrophobic properties of a-helices. 2D isopotential map of the molecular hydrophobicity potential (MHP) on
the peptide surface calculated as described in ref 31. The value on the X axis is the rotation angle about the helix axis; the
parameter on Y-axis is the distance along the helix axis. MHP is given in octanol—water logP units. Only the hydrophobic areas
with MHP > 0.09 are shown. Contour intervals are 0.015. The positions of residues are indicated by letters and numbers.
Gray-hatching marks helix—helix interface in the dimer. (Bottom) Molecular models of the dimers. The peptides are shown with
ribbons. Residues on the dimerization interface are shown in ball presentation. Glycines are colored in black, valines—in light
gray, lle76 and Thr87—in medium gray. The nonpolar layer of membrane is shown in light gray.

able. In contrast, real biological membranes manifest TM is important for the “nativelike” association of Thi-helices
potentials Ay) present across lipid bilayers. They feed and maintaining their parallel orientation. As mentioned above,
control many biological processes, ranging from energy the found low-energy states are divided into two large classes
conversion and channel gating to protein insertion and (1 and 2, or “X"- and “V"-shaped conformers, respectively).
translocation. The role ofAy seems to be especially The class-1 of states was selected for further inquiry. Such
important for TM helices of GpA because they carry charges a choice is determined by the following notions. Primarily,
of opposite sign on their termini and possess large dipole conformers from the class-1 have significantly lower energy
moments £90-100 D). It seems reasonable that the of intermolecular interactions as compared to the class-2:
presence oAy destabilizes the Thstates and sufficiently  —60+ 15 and—30+ 5 kcal/mol, respectively. In the former
favors the TM-ones, where the dipole moments of helices case the contact area comprisesl® residues, and in the
are oriented along the electric field. Therefore, to provide a second one it is much less extendexhly 3—6 residues.
more realistic treatment of helix association, the influence Second, the class-1 states have quite a similar interface (Table
of Ay should be taken into account. 1, groups +6), whereas in the class-2 it varies greatly (see
Correct Assembling of Helices Requires a Hydrophobic examples in Table 1). Therefore, helix interactions in the
Slab and a TM Voltage. In some aspects the results of class-1 are much more specific. As the oligomeric states of
simulations with applied TM voltage are similar to those in MPs are usually functionally activehe packing ofx-helices
symmetrical membrane: the energetically favorable stateshas to be quite specific. Finally, the average total energies
represent membrane-spanning and densely pagielical in the groups of class-2 states (Table 1) are somewhat higher
dimers. At the same time, occurrence/of provides a far than those in the class-1. Taking all the above said into
more correct description of helix behavior. In particular, it account, we assume that the complexes from class-1 are more



Helix Interactions in Membranes J. Chem. Theory Comput., Vol. 1, No. 6, 200261

likely to represent the “nativelike” dimeric structures in opinion, the presence of that type of structures raises issue
membrane. However, we should note that the “V”-shaped of the possibility of dimeric models alternative to those
dimers of TM helices (resembling our states of class-2) have obtained in the result of NMR data interpretatidn.
been proposed for some other proteihand, moreover, the Conformational Heterogeneity of Low-Energy States:
switch between “X"- and “V"-shaped conformations has been A Shortcoming of the Method or an Indicator of Media-
suggested as functionally importaftBut at this stage we  Dependent Equilibrium Distribution of Dimers? Several
have no ideas about the significance and the putative role ofproblems related to future applications of the developed
such states found for GpA. As discussed below, we cannotcomputational approach should also be mentioned. The most
also exclude the possibility that the “V"-shaped conformers severe of them is related to the unambiguity of MC
may be stabilized in particular membrane-mimic media, solutions: the choice of the “nativelike” structure is not
which are different from those employed so far in the straightforward without a priori knowledge of the hetix
experiments. helix interface. Although most of the predicted conformations
Dimerization interfaces in the MC states show reasonable of GpA dimer have quite similar overall patterns of inter-
correlation with the mutagenesis data (Figure 6). The monomer contacts, their detailed structures may differ. This
discrepancies are mainly observed near the C-termifars depends on a number of factors, like the membrane thickness
residues Gly86, 11e88, Leu90, and lle91. We should note that and hydrophobicity degree, presence of TM voltage, and so
such an overall comparison may be done only in a qualitative forth. For instance, changing ASP values which describe the
manner for two principal reasons. First, the mutagenesis hydrophobic slab (see above) may lead to incorrect structures
results are somewhat ambiguous. Thus, as indicated in refof the dimer and even to nondimeric structures. In many
11, the effects of GpA’s residues substitutions with polar cases the objective is not so much the elaboration of an
residues are not well understood. In addition, the final extremely precise spatial structure of a protein oligomer as
histogram of the relative degree of disruption of the dimer the establishment of a general mode of its insertion into
(Figure 5 in ref 11) was built using an arbitrary chosen scale. membrane, along with the delineation of some crucial
Furthermore, similar histogram for the calculated MC states residues on the dimerization interface. Such a rough model
represents just a summation over the ensemble (about 800jnay be employed in the future to rationalize experimental
of low-energy structures of class-1, whereas the structuresobservations and to design new experiments. On the other
of the class-2 were omitted. (However, as seen in Table 1,hand, we assume that the aforementioned problem has a
the dimerization interfaces in the class-2 structures alsofundamental character. Namely, the moderate structural
contain residues that are important for helix association heterogeneity of predicted GpA dimers (existence of several
according to mutagenesis data.) Our data may be insufficientgroups of states with close energies) may reflect a real
to get the real distribution of states, although the essential equilibrium dynamics in membrane-mimic media used in
sampling of the GpA’s conformational space was realized experimental studies. We also suppose that some fraction
(see above). Nevertheless, reasonably good agreement besf left-handeda-helical dimers may present as well. As
tween the experimental and computational results demon-discussed above, such a conformational heterogeneity may
strates eligibility of the theoretical approach. Itis principally be caused by the fact that the packing of helices is quite
important that, despite certain conformational heterogeneity, sensitive to media effects and the geometry of membrane
in all of the calculated structures the helices contact eachbinding. Such a hypothesis is partially corroborated by the
other with the same side, and it is exactly the side revealedvague results of mutagenesis studies (see discussion in ref
in experiments. 11) as well as by NMR*”and MD'*¥**data that demonstrate

Left-Handed a-Helical Dimer—a Putative Alternative media effects on the stability of helical oligomers and provide
to the NMR-Derived Model? The feasibility of dimers with ~ €xamples of their multistate equilibrium in membrane
© > 0° has been discussed previously in the mutagenesismimics. In real biological membranes the situation may be
work of Lemmon et at! In that study the left-handed models far more complex due to the heterogeneity of their physi-
were omitted upon analysis of periodicity in the distribution cochemical characteristicé\s a result, one or more pre-
of residues critical for dimerization. This has been done using dominant conformations of the dimer may occur, although
Fourier transform processing of the peptide’s sequence. Onthis assumption requires further investigation.
the other hand, such approaches simplify the picture to a Despite this vagueness, in overall, the modeling results
huge extent, not taking into account the exact conformations show that under certain conditions, like the presenc&of
of side chains. In our opinion, this criterion cannot serve as an optimal membrane thickness and hydrophobicity degree,
a basis for unambiguous decision about the impossibility of only a limited number of structures are energetically favor-
the left-handeda-helical complexes. Interestingly, two able. Some of them are close to those observed by NMR.
distinct families of dimers: right-®@ ~ —50°) and left- We assume that the others may also be realized in mem-
(® ~ 40°) handed ones have recently been obtained in MD branes and artificial membrane mimics with particular
simulations of GpA in implicit membrane starting from properties. In our opinion, future MD simulations in explicit
noninteracting TM helice$ Although in that study the  bilayers and micelles starting from these representative
authors have not considered the membrane insertion ofconformations will help to gain an additional insight into
individual helices (like in this work), the results agree well the equilibrium behavior of helical oligomers. This work is
with our findings. This proves that the question concerning currently in progress in our group. The proposed computa-
the left-handed dimers remains to be answered. In ourtional approach therefore represents an indispensable step
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toward the development of efficient theoretical methods to adequate (“nativelike”) final solutions via MC search. This
study helix interactions in membranes. is because the number of possible variants of monomers’
Driving Forces for Helix Association. One of the criteria  association is seriously limited as compared, for example,
used to assess quality of the resulting models of the dimerwith two conformationally labile peptides in water or in a
is the distribution of hydrophobic/hydrophilic patterns on the vacuum. Hence, at the initial stage the membrane plays a
surfaces of monomers. Thus, it is known that the helix role of a peculiar matrix, which makes the system’s
helix and helix-lipid interfaces in TM domains of proteins ~components well-prepared for subsequent association. Then
reveal complementarity of such propert#88 To check, the main energy gain is achieved upon creation of favorable
whether this is the case with the proposed models of GpA intermonomer contacts, although solvation effects still remain
dimers, we applied the MHP approach, which has beenimportant because the optimal docking of helices occurs in
previously employed to study a number of membrane-bound cases when residues on the external surface of the dimer
a-helices32 TM o-helices in MPs usually expose to lipids have energetically favorable interactions with the medium
their nonpolar surfaces, and this is especially true for (see above). These observations agree well with the famous
complexes with a small number of helices, e-fpr dimers ~ two-stage model of folding of TM domains in proteifis.
(e.g., ref 39). (In contrast, the stability of MPs with4 TM Several shortcomings are inherent in our method. They
helices is determined to a large extent by interhelical are mainly related to the limitations of the implicit membrane
contacts’®) Therefore, judging by the MHP maps (Figure model. Thus, a number of important characteristics of
7), one may propose thathelices of GpA interact via the  biological membranes, like heterogeneity of dielectric prop-
lengthy hydrophilic stretches on their surfaces. In this case erties, chemical composition, and microscopic nature of
there is a strong complementarity between polarity regions protein-lipid interactions (e.g., H-bonds), etc. are completely
of the monomers, while the most hydrophobic surfaces are or partially omitted. Also, the influence of the protein on
exposed to lipids. In principle, according to the proposed the lipid bilayer is neglected. Finally, the question about
criteria, two types of helix packing are possibiaa residues treatment of electrostatic interactions in membrane requires

forming either a left or a right “arm” of the A-shaped” a special consideration (see ref 42 for recent review). Thus,
pattern. Interestingly, both variants may be realized in real during the last several years a number of implicit membrane
and in computational experimentfor both right- (GpAuwr, models based on Generalized Born (GB) theory have
GpAwc) and left- (GpA) handed dimers. appeared***The models dealing with solving the Poisson

To summarize, the comparison of geometrical and hydro- Boltzmann equatiotiand implementing the GouyChapman
phobic parameters of the predictedhelical complexes  term describing counterion-screened electrostatic interactions
allows the following conclusions to be drawn: (1) Despite of a protein with anionic membrarfésvere reported as well.
minor differences in packing, the majority of structures with Earlier we also tried various schemes to treat electrostatics
©® < 0° reveal overall good agreement with NMR and but did not get significant improvement of the results (in
mutagenesis data. (2) In models with the alternative fold terms of their consistency with experimental data). Com-
(® > 0°) the dimerization interface only partially corre- parison of our results with those obtained with one of the
sponds to that in the Gp#w model, although these recent GB modef$ shows that both models lead to quite
conformers satisfy reasonably well the NMR-derived geo- similar conclusions (see above). Interestingly, Im et*al
metrical restraints. (3) The hydrophobic organization of all ignored one Glu- on the N-terminus and two Ar@n the
types of complexes is quite similar and does not contradict C-terminus of GpA. They mentioned that this is related to
the known principles of packing of TM helices. What drives the problem of “stabilization of the helical interface”. In
helix association in the membrane? Analysis of various addition, in their study the start was chosen as two TM
energy terms on different stages of MC search shows thathelices placed perpendicular to the membrane plane, while
the initial significant drop of the total energy is caused by we used random starting configurations. One disadvantage
the independent insertion of monomers into the membrane.of our simplified electrostatic screening model becomes
As a result, totaEs,, decreases by70 kcal/mol. Then the  apparent in studies of binding of positively charged proteins
energetically favorable intermonomer van der Waals contactsto membranes composed of anionic lipids. Thus, application
appear. In all complexes (including Gpér) residues on  of the Gouy-Chapman theory allowed better description of

the dimerization interface have low values Bfgw. For interactions of cardiotoxins from snake venom with nega-
example, distribution oE,qw along the sequence in GpA tively charged membrané3although in zwitterionic bilayers
and GpAwr models is quite similar (not shown). and micelles (like here) the results are similar.

Therefore, the formation of TM dimers is mainly driven On the other hand, as for any theoretical model based on
by two factors. At the first stage (insertionpy interaction empirical parametrization (including ours, naturally), the only
with membrane, while at the second one (helix association criterion of validity is its accord with experiments. Our
with subsequent “fine-tuning” of the complexpy van der membrane model was proved to be adequate for a large
Waals contacts. Importance of the media effects lies in the number of peptides and proteins with different fold- (
fact that the hydrophobic peptides insert one by one into the helical, 5-structural) and mode of binding (TM and periph-
membrane and adopt a TM orientation. Also, apolar medium eral). These items were reviewed in ref 7. Being computa-
considerably promotes thei-helical conformation. TM tionally efficient, the proposed technique permits exploration
voltage favors a head-to-head disposition @helices, of a number of alternative scenarios that are too costly to be
providing a suitable starting point for obtaining the most tested experimentally (e.g., comparative analysis of binding
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for wild-type and mutant proteins). Finally, the method may
provide good starting points for subsequent simulations in
full-atom lipid bilayers and micelles. This computational
approach is currently being tested on other Tivhelical
complexes. We are also studying the sensitivity of the
simulation results to the thickness and hydrophobicity degree
of the membrane, as well as to some other factors (Efremov
et al., manuscript in preparation). The approach will be
refined in the future with the appearance of new experimental
structural information concerning the nature of protein
protein interactions in membranes.

Abbreviations used GpA, hydrophobic segment 69
97 of the human glycophorin A; MP, membrane protein; TM,
transmembrane; MD, molecular dynamics; MC, Monte
Carlo; NMR, nuclear magnetic resonance; DPC, dodecyl-
phosphocholine; MHP, molecular hydrophobicity potential;
RMSD, root-mean-square deviation; Gask, NMR-derived
model of the GpA dimer; GpAvr-mem the lowest-energy
conformer found for GpAwr IN membrane; Gpfc, the
calculated model most close to the NMR structure of the
dimer; GpA, left-handed model of the GpA dimer.

Acknowledgment.  This work was supported by the
Program RAS MCB, by the Russian Foundation for Basic
Research (Grant 04-04-48875-a), by the Russian Ministry
of Education and Science (Lead 05, Living systems: Inte-
grated project 3/001). R.G.E. is grateful to the Russian
Science Support Foundation for the grant awarded. Access
to computational facilities of the Joint Supercomputer Center
(Moscow) is gratefully acknowledged.

Supporting Information Available: Distance re-
straints used in MC simulations of the Ggpék model in
implicit membrane and interatomic distances in models
calculated via MC simulations in implicit membrane and in
models obtained by NMR spectroscopy (Tables3) This
material is available free of charge via the Internet at http://
pubs.acs.org.

References
(1) Wallin, E.; von Heijne, GProtein Sci.1998 7, 1029-1038.
(2) Arkin, I. T. Biochim. Biophys. Act2002 1565 347—363.

(3) Harder, TPhilos. Trans. R. Soc. London B. Biol. S2003
358 863-868.

(4) Ubarretxena-Belandia, I.; Engelman, D. @urr. Opin.
Struct. Biol.2001, 11, 370-376.

(5) Forrest, L. R.; Sansom, M. Surr. Opin. Struct. Biol200Q
10, 174-181.

(6) Liang, J.Curr. Opin. Chem. Biol2002 6, 878—-884.

(7) Efremov, R. G.; Nolde, D. E.; Konshina, A. G.; Syrtcev, N.
P.; Arseniev, A. SCurr. Med. Chem2004 11, 2421—-2442.

(8) Eilers, M.; Patel, A. B.; Liu, W.; Smith, S. @iophys. J.
2002 82, 2720-2736.

(9) DeGrado, W. F.; Gratkowski, H.; Lear, J. Brotein Sci.
2003 12, 647-665.

(10) Furthmayr, H.; Marchesi, V. TBiochemistry1976 15,
1137-1144.

J. Chem. Theory Comput., Vol. 1, No. 6, 200263
(11) Lemmon, M. A.; Flangan, J. M.; Treutlein, H. R.; Zhang,
J.; Engelman, D. MBiochemistryl992 31, 12719-12725.

(12) Treutlein, H. R.; Lemmon, M. A.; Engelman, D. M.; Biger,
A. T. Biochemistryl992 31, 12726-12733.

(13) Adams, P. D.; Engelman, D. M.; Brger, A. T.Proteins:
Struct., Funct., Genefl996 26, 257—-261.

(14) MacKenzie, K. R.; Prestegard, J. H.; Engelman, D. M.
Sciencel997 276, 131-133.

(15) Smith, S. O.; Song, D.; Shekar, S.; Groesbeek, M.; Ziliox,
M.; Aimoto, S.Biochemistry2001, 40, 6553-6558.

(16) Orekhov, V. Y.; Abdulaeva, G. V.; Musina, L. Y.; Arseniev,
A. S. Eur. J. Biochem1992 210, 223-229.

(17) Gratkowski, H.; Dai, Q.; Wand, A. J.; DeGrado, W. F.; Lear,
J. D. Biophys. J.2002 83, 1613-1619.

(18) Stockner, T.; Ash, W. L.; MacCallum, J. L.; Tieleman, D.
P. Biophys. J.2004 87, 1650-1656.

(19) Fisher, L. E.; Engelman, D. M.; Sturgis, J. Biophys J.
2003 85, 3097-3105.

(20) Pappu, R. V.; Marshall, G. R.; Ponder, J. Wat. Struct.
Biol. 1999 6, 50—55.

(21) Smith, S. O.; Smith, C.; Shekar, S.; Peersen, O.; Ziliox, M.;
Aimoto, S.Biochemistry2002 41, 9321—-9332.

(22) Dobbs, H.; Orlandini, E.; Bonaccini, R.; Seno,Hfoteins:
Struct., Funct., GeneR002 49, 342—349.

(23) Ducarme, P.; Thomas, A.; Brasseur,BRochim. Biophys.
Acta 200Q 1509 148-154.

(24) Im, W.; Feig, M.; Brooks, C. L., lIBiophys. J.2003 85,
2900-2918.

(25) Efremov, R. G.; Volynsky, P. E.; Nolde, D. E.; Arsenieyv,
A. S. Theor. Chem. Ac2001, 106, 48—54.

(26) von Freyberg, B.; Braun, Wl. Comput.Chem1991, 12,
1065-1076.

(27) Berman, H. M.; Bhat, T. N.; Bourne, P. E.; Feng, Z;
Gilliland, G.; Weissig, H.; Westbrook, Nat. Struct. Biol.
200Q 7, 957—-959.

(28) Efremov, R. G.; Nolde, D. E.; Vergoten, G.; Arseniev, A.
S. Biophys. J.1999 76, 2448-2459.

(29) Namethy, G.; Pottle, M. S.; Scheraga H. A.Phys. Chem.
1983 87, 1883-1887.

(30) Roux, B.Biophys. J.1997, 73, 2980-2989.

(31) Efremov, R. G.; Volynsky, P. E.; Nolde, D. E.; van Dalen,
A.; de Kruijff, B.; Arseniev, A. S.FEBS Lett.2002 526,
97—-100.

(32) Efremov, R. G.; Vergoten, Gl. Phys. Chem1995 99,
10658-10666.

(33) Kabsch, W.; Sander, ®iopolymersl983 22, 25772637.
(34) Bowie, J. UNat Struct. Biol.1997, 4, 915-917.

(35) Kairys, V.; Gilson, M. K.; Luy, B.Eur. J. Biochem2004
271, 2086-2092.

(36) Fleishman, S. J.; Schlessinger, J.; Ben-TalPhhc. Natl.
Acad. Sci. U.S.A2002 99, 1593715940.

(37) Rees, D. C.; DeAntonio, L.; Eisenberg, Bciencel989
245 510-513.

(38) Efremov, R. G.; Vergoten, @. Prot. Chem1996 15, 63—
76.



1264 J. Chem. Theory Comput., Vol. 1, No. 6, 2005

(39) Popot, J. L.; Engelman, D. MAnnu. Re. Biochem.200Q
69, 881—-922.

(40) Efremov, R. G.; Vergoten, G.; Arseniev, A.Bheor. Chem.

Acc. 1999 101, 73-76.

(41) Popot, J. L.; Engelman, D. Biochemistryl99Q 29, 4031~
4037.

(42) Tobias, D. JCurr. Opin. Struct. Bial 2001, 11, 253-261.

Vereshaga et al.
(43) Spassov, V. Z.; Yan, L.; Szalma, 5.Phys. Chem. R002
106, 8726-8738.

(44) Luo, R.; David, L.; Gilson, M. KJ. Comput. Chen2002
23, 1244-1253.

(45) Lazaridis, T.Proteins: Struct., Funct., Bioinf2005 58,
518-527.

CT0501250



J. Chem. Theory Compu2005,1, 1265-1274 1265

l‘ I ‘ Journal of Chemical Theory and Computation

Quantum Mechanics/Molecular Mechanics Calculations
of the Vanadium Dependent Chloroperoxidase

Joslyn Yudenfreund Kravitz Vincent L. Pecorard,and Heather A. Carlsori*

Department of Chemistry, Ugersity of Michigan, Ann Arbor, Michigan 48109-1055,
and Department of Medicinal Chemistry, College of Pharmacy péhsity of
Michigan, Ann Arbor, Michigan 48109-1065

Received May 13, 2005

Abstract: Large quantum mechanics/molecular mechanics (QM/MM) calculations are used to
probe the resting and initial protonated states of the vanadium dependent chloroperoxidase
from the pathogenic fungus Curvularia inaequalis. QSite was used to model 433 residues and
24 structural waters with molecular mechanics, while 8 active-site residues and the vanadate
cofactor (161 atoms) were represented at the B3LYP/lacvp* level of theory. Our previous study
of small model systems implied that the resting state of the enzyme contains a trigonal
bipyramidal vanadate with one hydroxyl group in the equatorial plane and another in the axial
position. This study uses a much larger model of the biological system at a higher level of theory
to identify the location of the equatorial hydroxo group with respect to the enzyme active site.
We also identify a second resting-state configuration with an axial water and three equatorial
0x0 moieties that is nearly isoenergetic with the previously identified state. We propose that the
resting state is a hybrid of these two configurations, stabilized by the long-range electrostatic
field of the protein environment. The first step in catalysis is believed to be protonation of the
vanadate. Our previous small models indicated that there were two protonated configurations,
but this study shows that the configuration containing an axial water and one hydroxo group in
the equatorial plane is significantly lower in energy than any other configuration. Additionally,
we can now assign an important role for lysine 353 in the catalytic cycle. Based on our
calculations and other model studies, we provide an updated catalytic cycle for vanadium
dependent haloperoxidase activity. Further, we demonstrate the importance of system set up.
In particular, maintaining the proper electrostatic field at the active site is crucial for identifying
the correct minima in a truncated protein model.

Introduction hydrogen peroxide as an oxidant:
Recent computational studies have resulted in new pro- . -
posals for the structut@nd catalytic reactivif/of the active H,O,+H"+ X — H,0+ “HOX” (1)

site of the vanadium dependent haloperoxidases. These

unusual enzymes catalyze the two electron conversion of  Chloride, bromide, or iodide can be used as substrate for
halide ions to the corresponding hypohalous acids using a vanadium dependent chloroperoxidase (VCPO), but only
bromide and iodide can be oxidized by vanadium dependent

* Corresponding author e-mail: carlsonh@umich.edu. bromoperoxidases (VBPO). The identity of “HOX" is
t Department of Chemistry. dependent upon both the pH of the reaction and the halide
* Department of Medicinal Chemistry, College of Pharmacy. involved. Studies indicate that VCPO oxidizes a chloride ion
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to HOCI* whereas the products of bromide oxidation are . T
likely a thermodynamic distribution of Br, HOBr, and B.5 . "
Unlike heme-based peroxidases, which require the forma- oy 0 Mo »
tion of highly oxidized intermediates, the vanadium does not e e S
undergo redox cycling during catalysis. It is thus believed S e ol
that the vanadium ion plays the role of a strong Lewis acid tor Lo » v "o,
which activates the peroxideKinetic studies indicated that o n e
protonation of the bound peroxo group is a crucial step in . L:s % o,
the heterolytic cleavage of the-@ bond. These observa- ® = His @
tions formed the basis for a proposal that the protonated '
oxygen is then transferred to the halide according to an oxo- .
transfer mechanisrSubsequent computational studies now .

suggest that the nonprotonated peroxo oxygen is the atomFigure 1. Active site configuration observed in the crystal

transferred to the substrate. structure of the VCPO from C. inaequalis.* The hydrogen-
Upon oxidation, the halide can be added to an organic bonding interactions shown above are implied from distances
substrate if one is presehtn some cases, this addition is between the heavy atoms. The equatorial oxygens of the
stereoselectiv This reaction is thought to be the origin of vanadate are labeled with the notation used throughout our
many halogenated species in the environm&nn fact, discussions.
Butler and co-workers recently carried out the first experi-
ments which established the role of these enzymes in the®Xygen moiety, and Asp292, which helps orients Arg490
biosynthesis of brominated metabolites from marine red through a strong salt bridgé.
algae!! At high pH and in the absence of organic substrate, The crystal structure of this enzyme was interpreted to
the oxidized halogen can react with a second equivalent of contain a vanadate unit in a trigonal bipyramidal structure
peroxide to produce singlet oxygéhAdditionally, VBPOs with a hydroxide and His496 in the axial positions and three
can oxidize thioethers to the corresponding sulfo)dsing oxo moieties in the equatorial plane. However, due to
a mechanism similar to that of halide oxidatitn. inherent limitations in resolution, the crystallographic study
Peroxoe-vanadium complexes are good functional models did. not reveal hydfoge” ppsjtions, aqd the distincti_on be.“Nee”
of the VCPO and have been shown to oxidize orgériad oxide a_md. hydroxide m0|et|e§ was mferrgd by slight differ-
inorganic compound¥,including alcohol¥ and sulfides?# ences in Ilggndmetal bond 'dlstan.c.% which were less than
They are also capable of hydroxylating hydrocarB®aad the uncertalnty in the a tomic p_osmons.
epoxidizing alkene¥® However, attempts to synthesize Computational Stl_]d'es of th".; enzyme Complement and
structural models of the VCPO active site have not been ascorrelate well 1o available expe_nmental techmqu_e S Mlghael
successful, and a synthetic complex reproducing the exactBUhI and co-yvorkg-rs ha_velcarrled out an_extens_|ve series of
coordination environment of vanadium in VCPO has not yet DFT calculations in whicit’y NMR chemical shift values

4—27 i R
been obtained. It has been proposed that such a comple>¥vere calculated?*’ Valeria Conte and co-workers have

has not been isolated because a five-coordinate |m|dazoIe.Carr'8(j O.Ut calculations for gmall models of each catalytic

. X . . Intermediate. These calculations, done on vanadate models
complex is unstable unless sequestered in a protein active . o
Site20 of fewer than 10 atoms, provided some insight into the order

and location of peroxid€ and bromide bindin§y and
The only crystal structure of a VCPO that has been solved reactivity®® More recent studies, carried out by De Gioia
is the enzyme from the funguBuryularia inaequalis?! In

g g and co-workers,involved slightly larger models of the active
the native state, the vanadate cofactor VQis bound to e incorporating methylamine and imidazole moieties to

the protein through a single coordinate covalent bond from represent Lys353 and His496. This study examined models
the V to the N of His496 (Figure 1). The high negative o each catalytic intermediate in the cycle.

charge of the cofactor appears to be offset by a number of e conclusions from these studies agree well with our
protonated amino acids in the active site which donate rgcent studies of small models to represent the active site of
hydrogen bonds to the oxygen atoms of the cofactor (Lys353, otk the VCPOs and VBPOs. These calculations revealed
Arg360, and Arg490). Add|t|9nal hydrogen bon_ds are that the resting state of the enzyme included an anionic,
donated to vanadate’s equatorla! oxygens by the_ side Cha'”doubly protonated vanadateln this species, the axial
of Ser402 and the backbone amide of Gly403. His404 may position and one equatorial position were protonated, while
participate in a hydrogen bond to or from an axial hydroxo the other two equatorial positions contained oxo moieties.
group. This is slightly different than the proposed active site based
Mutagenesis studiésin which each of the three basic on the crystal structure of the VCPO where it was suggested
active-site residues and His496 were replaced with alaninethat three oxo groups were found in the equatorial pfane.
indicated that His496 and Lys353 are the two most important Based on the atomic arrangement of the peroxide-bound
residues for activity. Replacement of Arg490 or Arg360 leads crystal structure, it was proposed that the axial hydroxo group
to a lesser, but still significant, reduction in activity. is protonated and then leaves as waterhis is consistent
Additional mutants which eliminate almost all activity are with our calculations which showed that the energy differ-
His404, which is involved in a hydrogen bond with the axial ence between protonation of either the axial hydroxo or one
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Figure 2. An electrostatic isosurface in the active site calculated for (a) the full chloroperoxidase and (b) the truncated protein
model. The isosurfaces pictured here represent only the protein’s contribution to the electric field (vanadate not included in the
calculation). The isosurface is shown at 8 kT for the full protein and 9 kT for the truncated protein.

equatorial oxo moieties was negligible, indicating that either in the crystal structure (PDB code 1VNi)were added.
could be the site of the protonation that begins the catalytic Prolines 361 and 401 were converted to alanines because of
cycle. From our previous model calculations, it is clear that software limitations in the QM/MM interface region (back-
the structure and stability of the vanadate cofactor is highly bone atoms were constrained to the positions in the crystal
dependent upon the hydrogen-bonding partners available tostructure, so this change is minimal). Protons were added
the various oxygen ligands. To characterize the active siteand oriented to maximize the hydrogen-bonding network
of the enzyme fully, a larger system with a complete active within the protein using the program MCE.
site is needed. While QSite allows a maximum of 8000 atoms and bonds
This paper presents a hybrid quantum mechanics/molecularin the system, the chloroperoxidase is comprised of over 9000
mechanics (QM/MM) study of the resting and first proton- atoms. To deal with the size limitation, the protein had to
ation states of the VCPO from the fungQsinaequalisThis be truncated by removing sections that were distant from
computational method treats part of the protein quantum the vanadate cofactor. We cannot overemphasize how
mechanically (the vanadate cofactor and selected surroundingmportant it is to maintain the electrostatic field in the active
residues), while the remainder of the protein is treated using site when creating a truncated model. It was important to
molecular mechanics. In this way, a high level electronic choose distant residues that would have less effect on the
calculation of the active site can be carried out in the presenceelectrostatics at the active site. The chloroperoxidase has an
of the actual protein environment. In our application of this overall charge of-26, and careful choices were made to
powerful new technique, we were able to use a quantum minimize any disruption of the electric field at the active
mechanical region of 161 atoms (with 42 additional interface site. Thus, the electric field of the entire protein and that of
atoms), making this one of the largest, high-accuracy QM/ several potential truncation models were calculated using the
MM calculations to date. Our application also highlights the Poisson-Boltzmann routine in the program MOE. The field
need for careful attention to long-range, electrostatic interac- of the protein alone was calculated to determine the environ-
tions provided by the protein environment. ment with which the vanadate cofactor will interact. It was
necessary to identify which truncated model best reproduced
the field of the whole protein. The parameters used in the
calculation were as follows: the dielectric constant of the
MM program well suited to study metalloenzymes. They interior of the protein was set to 20; the dielectric constant
have shown that the binding energy of © hemerythrif® for the exterior of the protein was set to 80; offset was 2 A;
and the activation barrier in cytochrome P450cam hydrogenthe counterion and solvent radii were 2.5 and 1.4 A,
abstractioff could be calculated quite accurately using this respectively; the grid spacing wd A and the grid extended
program. Unless noted, all of our calculations were carried 20 A beyond the protein; the salt (NaCl) and solute (protein)
using QSite version 2.5, revision 20QM/MM calculations concentrations were 0.15 M and 0.001 M, respectively. The
were completed with the default parameters in QSite, appropriate truncated system was chosen based on its ability
including the OPLS 1999 force fieltl and a distance- to most closely reproduce the field of the whole protein at
dependent dielectric constant. We used the B3¥¥P the active site (Figure 2). Though it was not possible to
functional with the lacvp* basis set which uses the Los maintain the magnitude of the field when eliminating so
Alamos ECP including the outermost core orbitalfor many charges, it was possible to maintain the topography
vanadium and 6-31G% 47 for all other atoms. In all  of the field. This produces the same gradients, so the relative
calculations, backbone atoms were held fixed. Any residueseffect on the wave functions will be the same. Protonation
more than 20 A from the vanadium were also held fixed biases will also be as similar as possible.

Computational Methods
Friesner and co-workers have developed Q%it#,a QM/

(including protons).
Protein Preparation. Using the program Maestro, the

The truncation model which yielded the best result was
based on an approximate 27-A cutoff from the vanadate. To

atoms of the side chains of six residues that were unresolvedmaintain the electrostatic characteristic of the protein envi-
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The initial calculations used a QM region that also included
Lys353, Arg360, and Arg490. This QM region had a total
charge of+1 and contained 113 lacvp* atoms with 28
additional interfacial atoms (four residue calculations). A
second set of calculations included the same four residues
plus the side chains of Asp292 and His404 in the QM region
(six residue calculations). The QM region was net neutral
in charge and contained 138 lacvp* atoms with 36 interface
atoms. A final set of calculations for the anionic resting state
of the protein was carried out in which a proton was added
to the system in all possible locations (full resting state
calculations). These calculations also included the backbone
of His404 and all of Gly403 in the QM region. The first
protonation step in the catalytic cycle was generated by again
adding a proton to all appropriate locations in the active site
(first protonation state calculations). The full resting state

Figure 3. (a) The complete chloroperoxidase and (b) the

truncated model used in this study. Vanadate is shown in ball- and first protonation state calculations contained 160 and
and-stick representation, roughly at the center of both struc- _161 Iacyp*atoms in the QM region, reSF’eCUVCﬂy, with 42
tures. interfacial atoms (a total of 202 and 203 atoms in the largest

calculations). The QM region had a net charge+tdf for
ronment, the charges of the residues at the cutoff distancethe full resting state ane-2 for the first protonation state
were considered when choosing which residues to remove.(Figure 4).
For instance, neutral residues were cut preferentially over |, ihe four residue calculations, the heavy atoms of all

charged ones. In cases where a charged residue near thg)\; sige chains were frozen, but the vanadate atoms and all
cutoff was part of a salt bridge, bOtAh residues were removed. g\ protons were allowed to move. For all other calculations,
At a distance greater than 25 A, a salt bridge has an,nagate and all heavy atoms of the side chains in the QM
electrostatic effect similar to a neutral dipole. All chains that region were allowed to move, except His496. All protons in
were cut were capped wit-methylamide (NME) or acetyl 1, oM region were allowed to move, except 1HZ and 3HZ

(ACE) residues as appropriate (Figure 3). A list of the ¢ 5353 2HH1 of Arg360, and HE2 of His404. The
residues which were included in the truncated model of the positions of these four protons had to be restrained due to

protein is available in the Supporting Information. Surface taractions at the QM/MM interface. For Lys353 and

water molecules were removed, but structural waters in the His496, only the side chain was included in the QM region.
interior were retained. This procedure resulted in a careful 1,4 ar’ginines required inclusion of the entire residue

pruning of the protein to contain 7018 atoms with an overall 1, yhone and side chain. Sample input files are available in
charge_of—1_4 and an appropriate electric field gradient in Supporting Information.
the active site.

The positions of all protons were minimized using Impact
version 2.5 revision 26 Results

Definition of Quantum Mechanics Region.As in our Four Residue Calculations.Vanadate was modeled in the
previous study, our investigation proceeded by building up dianionic state with an axial hydroxo and three equatorial
the QM region in a systematic fashion starting from a oxo moieties surrounded by three charged residues for these
dianionic vanadate. In all calculations, the vanadate group initial calculations. Vanadate, Lys353, Arg360, Arg490, and
and the side chain of His496 were included in the QM region. His496 were all included in the QM region (Figure 4a). The

(a) (b) Y ol© p i

o-—‘f;” I“‘\ o .“,Q‘::f T‘s % o ‘K \‘1‘:

Figure 4. Residues in the QM region for (a) four residue, (b) six residue, and (c) full resting state and first protonated state
calculations. For clarity, protons and the interfacial atoms have been omitted. It should be noted that a significant portion of the
neighboring backbone atoms are required when including arginines in the QM region with QSite.
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Table 1: For the Four Residue Calculations, the Energy Table 2: For the Six Residue Calculations, Energy
Difference of V(OH)O3; Surrounded by Three Cationic Difference of Transferring Protons from the Three Cationic
Neighbors versus the Transfer of a Proton from the Noted Residues to Vanadate's Equatorial Oxygens
Residue to the Nearest Equatorial Oxygen on Vanadate deprotonated side chain AE (kcal/mol)
deprotonated side chain AE (kcal/mol) 3 cationic residues + V(OH)Os 0
3 cationic residues + V(OH)O3 0 Lys3532 -7.7
Lys3532 -2.8 Arg360° 6.0
Arg360° 5.3 Arg490n° 2.8
Arg490n? 8.4 Arg490e¢ 1.9
Arg490e¢ 14.9 Lys353 + Arg3609 14.1
aProton transferred to O1. » Proton transferred to O2. ¢ Proton Lys353 +Arg4907? 5.0
transferred to O3. 9 Negative values indicate that the proton transfer Lys353 + Arg490e¢ 6.2
is favorable.

aProton transferred to O1. ? Proton transferred to O2. ¢ Proton

. . transferred to O3. ¢ Protons transferred to O1 and O2. € Protons
goal was to determine the protonation state of vanadate andransferred to 01 and 03.

the hydrogen-bonding scaffold. Our previous calculations of
model systems indicated that the equatorial oxygens canaddition to O1 being protonated by Lys353, were stable
abstract protons from neighboring cationic residues. Eachminima but high in energy (Table 2).
of the three charged residues could donate a proton to the Full Resting State Calculations. In the calculations
vanadate. There are two possible positions from which presented above, we have established that the dianionic form
Arg490 could donate a proton: the terming2 nitrogen of the vanadate is not preferred in the active site. Instead,
(denoted 499) or the e nitrogen (denoted 42). Table 1 the anionic state is formed preferentially by abstracting a
presents a series of calculations to examine proton placementproton from Lys353. However, the small model calculations
For each residue, we calculated the energy for the chargedndicated that the residues in the active site were fully
residue+ V(OH)O; versus transferring the proton to an protonated in the resting state. Therefore, the next set of
equatorial oxygen to produce a neutral residu&(OH),0.. calculations included an additional proton in the active site,
Only the transfer of a proton from Lys353 to vanadate making the overall charge of the active sitd (+1 from
lowered the energy of the system. Combinations of transfer- each Arg and Lys ané-1 each from Asp and the anionic,
ring a second proton, in addition to the one from Lys353 to doubly protonated vanadate). For completeness, we also
01, were also examined. Upon minimization, a second protonexamined structures in which the vanadate was singly
on O2 or O3 simply transferred back to the appropriate protonated and the added proton was located on His404. To
arginine nitrogen. include His404 properly in the calculation, the entirety of
Six Residue CalculationsAs a second series of calcula- His404 and Gly403 were required in the QM region (Figure
tions, all four residues from the previous calculations, plus 4c). Since the structure in which Lys353 donated a proton
the side chains of Asp292 and His404, were included in the to vanadate was the previous global minimum, the coordi-
QM region (Figure 4b). This QM region had an overall nates for that structure served as the basis for this set of
neutral charge. The protonation states calculated in the fourcalculations, with the positions of the protons in the active
residue system were minimized in this larger, more complete site altered as needed. Four calculations were carried out in
system. The calculations were initiated with partial minimi- which Lys353 was in the free base form and O1 was
zation where the heavy atoms of the side chains were heldprotonated. In these calculations, the additional proton was
fixed, and then, the partial minima were refined with a second added to 02, O3, the axial hydroxide, or His404. Five
minimization where the side-chain heavy atoms were also calculations were carried out based on the minimum with
unrestrained. At the point of freeing the side chains, it became Lys353 protonated and the vanadate in the dianionic form.
necessary to constrain the positions of certain atoms at theln these calculations, the additional proton was added to O1,
QM/MM interface and His496. The ring atoms of His496 02, O3, the axial hydroxide, or His404.
were constrained to the crystal structure positions, and the Figure 5 shows the two lowest-energy structures in which
terminal protons of Lys353, proton 2HH1 from Arg360, and Lys353 and O2 were protonated (Table 3b) or Lys353 was
proton HE2 from His404 were constrained to remain fixed protonated and the axial position contained a water moiety
in positions taken from the minimum structure in which a (Table 3d). The difference in energy between these two
proton from Lys353 has been transferred to the vanadate.structures was only a third of a kcal/mol, and both wef
Only two lysine protons were frozen, even in cases where kcal/mol lower in energy than the next most favorable
there were three protons on the lysine, because all protonsstructure (Table 3c). The structures in which O1 and either
which interact directly with the vanadate were allowed to Lys353 or His404 were protonated were the highest-energy
move freely in all minimizations. structures (Table 3 (parts a and g, respectively)). In the first
In this series of calculations, transferring a proton from case, the proton on O1 was oriented away from Lys353 to
Lys353 to the vanadate is even more favorable by well over minimize the repulsion between the two protons. In the
7 kcal/mol. All other structures in which one or two protons second case, the proton of the axial hydroxo group was
are donated to vanadate are over 9 kcal/mol higher in energyoriented away from His404 for the same reason. Adding a
than the global minimum. Contrary to the four residue proton to O2 or O3 while O1 was protonated and Lys353
calculations, structures where O2 or O3 are protonated, inwas in the free-base form resulted in the transfer of the O1
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Table 4: Relative Energy (in kcal/mol) for Each Stable
Minimum from the First Protonation State Calculations

(b)

AE vs axial water and

structures with axial water O3 protonated
(a) O1 protonated 32.9
(b) O2 protonated 26.9
(c) O3 protonated 0
(d) His404 protonated 19.7
3 AE vs axial water and
structures with axial hydroxide O3 protonated
(e) O1 and O2 protonated 41.0
(f) O2 doubly protonated 44.0
. . . (g) O2 and O3 protonated 37.9
Figure 5. The two lowest-energy minima from the full resting (h) 02 and His404 protonated 71

state calculations. For clarity, many of the atoms in the QM
region are not shown. (a) Minimum with axial and equatorial
hydroxo groups and two equatorial oxo groups. (b) Minimum
with an axial water and three equatorial oxo groups. In (a), a

hydrogen bond exists from Arg490 to O2 as it does in (b), A N
but it is not drawn in (a) so that the reader can better s Arg '!
understand that the hydrogen on O2 points up toward the axial ;0 490 q,
hydroxo. In (a), the axial O—V—02—H atoms are nearly I f"
coplanar as are the equivalent O2—V—axial O—H atoms in me'
T =@
(b). e .02
L
Table 3: Relative Energies for Each Stable Minimum from o . '., o A
the Full Resting State Calculations ® 3 . ., 0
L - '
structures with Lys353 protonated AE (kcal/mol) '5;: ." .;
(a) O1 protonated 26.4 ¢ e o
(b) O2 protonated 0 . . . .
(c) O3 protonated 6.0 Figure 6. QM region of the global minimum from the first
(d) axial water 0.3 protonated state calculations. For clarity, not all the atoms in
(e) His404 protonated 18.1 the QM region are shown.
structures with Lys353 deprotonated AE (kcal/mol) Discussion
(f) O1 protonated and axial water 22.6 Enzymology;*=%-%2 synthetic model chemist£*>" and
(g) O1 and His404 protonated 31.8 small model calculatioRg-2>%8have provided a wealth of

information on the catalytic activity of the VCPOs. This
proton to Lys353 to produce structures similar to those in study is the first application of QM/MM calculations to
Table 3b,c. Protonation of the axial position does not result VCPOs which allows us to add additional atomic details to
in transfer of the O1 proton to Lys353, but the structure is the understanding of the influence of the protein on the
relatively high in energy (Table 3f). Schematic pictures and catalysis. We used this technique to describe more accurately
QM coordinates of each minimum listed in Table 3 may be the protonation states and interactions of the vanadate and
found in the Supporting Information. surrounding residues of the active site.

First Protonation State Calculations. The first step in The system setup was very carefully done to ensure that
the catalytic cycle is the protonation of one vanadate oxygen the electrostatic influence of the whole protein was unaltered
group!’ It is not known which site is protonated in this first in the truncated model. The truncated model provides the
step. To determine this, we protonated each of the two same topography of the potential surface, ensuring that wave
minimum energy structures of the full resting state (Figure functions would be influenced in nearly the same manner in
5) in every possible location. These calculations were the full and truncated systems. It should be stressed that
identical to the previous set of calculations except that the similar comparisons should be done in any QM/MM calcula-
charge of the QM region was increasedt® by the addition tion when the MM region must be truncated.
of the proton (Figure 4c). The QM region was built up in a systematic fashion to

The global minimum was the structure with an axial water examine as many protonation states as possible, yet focus
and a protonated O3 (Table 4c and Figure 6). The nextthe most expensive calculations on the most likely
lowest-energy structure was 7 kcal/mol higher in energy states. The six residue calculations clearly showed that
(Table 4h), and O2 and His404 were protonated. All other Lys353 is the only possible proton donor in the active site.
structures are higher in energy by 20 kcal/mol or more (Table This is logical because lysines have loweK,p than
4). Schematic pictures and QM coordinates of each minimum arginines. The only other possibility was a protonated His404
listed in Table 4 may be found in the Supporting Information. playing the role of an acid, but the largest calculations all
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Figure 7. Proposed catalytic cycle based on the current and previous calculations. Panels (a) and (b) represent the minima
calculated in this QM/MM study. Panels (c) and (d) represent minima calculated in other studies? combined with insights into the
active site from our QM/MM calculations. Panel (a) is the hybrid of the two resting state configurations. Panel (b) is the first
protonated state. Panel (c) represents the hydroperoxide-bound structure. Panel (d) represents the state in which the halide has
been oxidized and is still bound to the vanadate.

show that His404 is not protonated in the resting or first structures are overlaid, the positions of the added proton on
protonated state. the axial water vs O2 are only 2.2 A apart. The proton can
Previously published small model calculatibAsuggest most likely tunnel between these two nearby locations.
that the equatorial plane of the anionic vanadate should beBecause the two structures are nearly isoenergetic and easily
surrounded by active-site residues which are all fully interconverted, we propose a hybrid resting state, shown in
protonated. An additional proton was added to the calculation Figure 7a.
to provide the full resting state. Models with Lys353 in both ~ Our previous small model calculations indicated that the
the protonated and deprotonated states were examined. Thisole structure of the resting state included two hydroxo
resulted in nine calculations with the same large QM region groups, one in the axial position and one in the equatorial
in which we protonated the vanadate at each of the oxygens,plane, likely at O%+> The more complete systems presented
including the axial position, and also at His404. In the here refine the previous proposal on two accounts. First, this
systems with Lys353 neutral and O1 protonated, only two study shows that the resting state is comprised of not one
systems produced stable minima, but they were very high but two structures. Second, they indicate that it is not the
in energy. (Adding the proton to either O2 or O3 resulted in O1 position which is protonated but rather the O2 position.
the O1 proton transferring back to Lys353.) We found that This may be surprising; after all, O2 is complemented by
the protonation of Lys353 was overwhelmingly preferred two arginines, while O1 and O3 only interact with one
over the double protonation of the equatorial plane of the charged residue each. The electrostatic field of two Arg side
vanadate. The results also show that when Lys353 is fully chains should make O2 the least favorable site to protonate,
protonated, O1 is no longer the preferred position for the but the reader is referred to Figure 2. When the full
equatorial hydroxo group as might be expected. The mostelectrostatic field of the entire protein is calculated, one can
favorable equatorial position for protonation is at O2, which see that the positive potential is actually weakest in the region
accepts hydrogen bonds from both arginines. The addedof O2 and the axial hydroxo. It is reasonable for the proton
proton on O2 is oriented up toward the axial hydroxo (Figure to occupy the gap in the field between O2 and the axial
5a). It is also highly favorable to protonate the axial position, position.
resulting in an axial water. The added proton to create the The strongest positive field is located at O1, and there is
axial water is oriented over O2 (Figure 5b). Both minima in a very strong hydrogen bond between Lys353 and O1.
Figure 5 show that the four atoms (©¥ —axial O—added Mutagenesis studies have shown that Lys353 is more
proton) lay in a near-planar arrangement. When the two important for catalysis than the arginines in the active&ite.
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The tight hydrogen bond from Lys353 to vanadate, coupled
with the information from the mutagenesis studies, prompted
us to propose an interesting catalytic role for Lys353 (more
detail below).
Since the small molecule experiments of Colpas et al.
showed that the first step in catalysis is the protonation of
the vanadate®? we examined the first protonation state of
the enzyme as well. Our previous small model calculations
indicated that there were two structures in equilibrium in
the protonated state. One included three hydroxo groups: one _
in the axial position and two in the equatorial plane. Our
current, more complete calculations show that such a P(
configuration is a stable minimum but much too high in )
energy to be relevant. The second minimum in the small
model calculations contained a water moiety in the axial
position and one hydroxo group in the equatorial plane. This Figure 8. The LUMO of the first protonation state is shown
QM/MM study shows that the later minimum is the lowest With a cutoff of —0.100. The LUMO is made up of an
in energy, and O3 is the favorable position for the added antibonding or.bltal petween yangdlum and primarily the two
proton in the first protonated state. Again, the long-range ©X° 9r0ups, with minor contribution from the hydroxo group.
electrostatics can explain why O3 is the most favorable site We found that the HOMO is simply the lo.ne pair on His404
for protonation. The position between 02 and the axial that accepts a hydrogen bond from the axial water (data not
. . . ... shown).
hydroxo is already occupied, and the highest positive
potential in the active site is located gt O1. When protonation ; 512 o protein-bound water molecule or the O3 equatorial
occurs, O3 is fche most favorable_ site to accept th_e pmton-hydroxide could then protonate the axial OXnaking it a
Upon protonation of O3, the hybrid form of the resting state patier leaving group. The HOX species is displaced. Transfer
appears to become biased toward the axial water configu-f 5 proton from the former equatorial hydroperoxide oxygen
ration. back to Lys353 reforms the resting state (Figure 7a).
While this StUdy has Only quantified the reSting state and The Crysta| structure of the peroxide bound fétwas
first protonation state of the enzyme, it has laid the jnterpreted as having the hydroxo group located at O2, not
grOUndWOfk for the confirmation of the other intermediates 03 as we are proposing_ The Crysta| structure was not of
proposed in this catalytic cycle, and we can propose a high enough resolution to identify positions of hydrogens,
modified catalytic cycle (Figure 7). The calculations of the and the uncertainty in atomic positions makes it very
full resting state imply that it is a hybrid of the two lowest-  speculative to differentiate between an oxo and hydroxo bond
energy minima (Figure 7a). In the first protonation state, O3 |ength. Questions about the catalytic steps and protonation
is protonated, and the hydrogen tunneling between the axialstates of the next intermediates could be answered by
and O2 positions is localized on the axial position, creating carrying out QM/MM calculations of the later stages in the
a water molecule (Figure 7b). catalytic cycle. There are multiple steps between parts b and
In the next steps of the catalytic cycle, it is known that c of Figure 7 as well as between parts ¢ and d of Figure 7.
the incoming hydrogen peroxide displaces the axial water Computational studies are one of a few ways to gain insights
and one equatorial oxygen moiety (Figure 7c). The lowest into such fleeting and reactive states.
unoccupied molecular orbital (LUMO) of the first protonation
state shows that any electron density contributed to this Conclusions
orbital by the attacking peroxide would weaken and lengthen \We have used QM/MM calculations to refine the resting state
the bonds between the vanadium and the equatorial oXxoand first protonation state of the vanadium dependent
groups (Figure 8). A longer, weaker oxo bond would be more chloroperoxidase. We have shown how the LUMO of the
basic, making it very likely that O1 abstracts a proton from first protonated state and the strong hydrogen bond between
Lys353. We propose that O1 is the second oxygen moiety | ys353 and O1 support a modification of the catalytic cycle.
which is displaced (quite possibly leaving as a water  Qur previous small model calculations predicted that an
molecule after a second protonation by the hydrogen anionic vanadate unit with one hydroxo group in the
peroxide). Previous computational studies of model systemsequatorial position and a second in the equatorial plane would
indicate that the equatorial hydroperoxide oxygen is one be most favorable. These calculations support that prediction
which is protonated.This group would favorably donate a and add new information by indicating O2 as the likely
hydrogen bond to the resulting free-base form of Lys353 position of the equatorial hydroxo group in the resting state.
(as shown in Figure 7c). Furthermore, both computational The calculations also reveal that an anionic vanadate with
studies and the crystal structure of the peroxide-boundzform an axial water, which was not stable in the small model
indicate a strong hydrogen bond between Lys353 and thecalculations, is actually very stable in the protein environment
equatorially bound peroxide oxygen. and is nearly isoenergetic with the previously proposed
The halide can then attack the pseudoaxial hydroperoxideresting state. Our current calculations suggest that the resting
oxygen (Figure 7d), as indicated by the study by Zampella state is actually a hybrid of these two minima, with the
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configuration containing an axial water being more important
for generating the first protonated state. Our previous small
model calculations indicated that there were two structures
that were nearly isoenergetic upon protonation of the active
site. However, these QM/MM calculations reveal only one
low-energy minimum with an axial water and an equatorial
hydroxo group at O3. The influence of long-range electro-
statics in this system appears to significantly influence the
most favorable positions for protonation. These findings
highlight the importance of incorporating the protein envi-
ronment into quantum mechanical models of protein active
sites.
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Abstract: An exploratory semiempirical Hamiltonian (PM3gp) is developed to model hydrogen
bonding in nucleic acid base pairs. The PM3gp Hamiltonian is a novel reparametrization of the
PM3 Hamiltonian designed to reproduce experimental base pair dimer enthalpies and high-
level density-functional results. The parametrization utilized a suite of integrated nonlinear
optimization algorithms interfaced with a d-orbital semiempirical program. Results are compared
with experimental values and with benchmark density-functional (mPWPW91/MIDI!) calculations
for hydrogen-bonded nucleic acid dimers and trimers. The PM3gp Hamiltonian is demonstrated
to outperform the AM1, PM3, MNDO, and MNDO/H Hamiltonians for dimer and trimer structures
and interaction enthalpies and is shown to reproduce experimental dimer interaction enthalpies
that rival density-functional results for an over 3 orders of magnitude reduction in computational
cost. The tradeoff between a high accuracy gain for hydrogen bonding at the expense of
sacrificing some generality is discussed. These results provide insight into the limits of
conventional semiempirical forms for accurate modeling of biological interactions.

1. Introduction Semiempirical quantum methods have traditionally not
The accurate calculation of the electronic structure and been considered to be of sufficient accuracy for biological
associated properties of biomolecules remains an importantchemistry, largely because their development has focused
challenge in computational biochemistrfiological pro- on more general ground-state thermochemical applica-
cesses are often mediated by a delicate balance of subtldions!***Because of their immense computational advantage,
and highly specific molecular interactions that allow the there has been a recent resurgence in interest to develop new
myriad of cellular events to proceed under physiological semiempirical quantum modés>!"8specifically designed
conditions. It is a goal of applied quantum chemistry to to provide high accuracy for biological reactidhand that
provide accurate, robust methods to model these interactionscan be used with linear-scaling electronic structtteand
that include specific binding and recognition events as well implicit solvent method82 as well as hybrid quantum
as complex catalytic reaction mechanisind.Unfortunately, mechanical/molecular mechanical (QM/MM) simulatiéh¥.
for many biological applications, accurate ab initio methods  The interaction of nucleic acid bases in DNA and RNA
are thwarted by the computational cost associated with thestructures plays an integral role in macromolecular structure
inherently large system size, broad temporal domain, or high and functior?®2” Nucleic acid bases can interact via specific
degree of phase-space sampling required by the problem. Ahydrogen-bonding arrangements and aromatic base stack-
pragmatic alternative is to take recourse into empirical or ing.?® These interactions have been an area of intense
semiempirical quantum methods that are able to provide investigation both experimentally and with electronic struc-
accuracy that often surpasses low-level ab initio metHods ture methodg® Hydrogen-bonding interactions between
for a fraction of the computational cost. nucleic acid base pairs is vital to the integrity of duplex DNA
and responsible for the transfer of genetic information. An
* Author to whom correspondence should be addressed. E-mail: accurate description of nucleic acid base pairs requires a
york@chem.umn.edu proper description of the dipole moments and delocalization
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of = bonds of the individual bases, and of intermolecular These terms considerably improve the description of
hydrogen bonding? These features are not adequately hydrogen bonds; although, they are, in general, still consider-
reproduced by any of the standard semiempirical mcdels. ably underbound. Alternatively, one could substitute the
In this paper, an exploratory PM3 Hamiltonian is Gaussian corecore terms by other functioffs'or introduce
developed specifically for hydrogen bonding in nucleic acid new functional forms to the Hamiltoniaf$!® A promising
base pairs. The purpose of this paper is to explore theapproach is to design new semiempirical methods based on
parametrizational limits of existing Hamiltonian forms in density-functional theory, such as the SCC-DFTB mettiod.
adequately modeling biologically relevant interactions. This  The MNDO/H Hamiltonian is a modification of the
is a key step toward the development of simple qguantum MNDO Hamiltonian, where nuclear repulsion in bonds of
Hamiltonian models that provide accuracy comparable to the the type A--H taking part in hydrogen bonds-AH—D (A,
highest feasible ab initio methods for biomolecules and, D = N, O, F) takes the form
therefore, can be readily extended to linear-scaling quantum
calculation.%f“36 or hybrid QM/MM simulatiqn§.7 v38Achievg— EMNCOM(A H) = 7', 78,54 ]S5 (1 + e Ry (4)
ment of this goal would represent a major advance in the
modeling. of_important biolqgica_l _reactions. W.ith gareful whereo. was proposedd to equal 2.0 A2 As part of the
parametrization of the semiempirical PM3Hamiltonian, MNDO/H modification to MNDO, the user must choose
accuracy comparable to density-functional theory results are,hich pairs A--H take part in the formation of hydrogen
obtained with over 3 orders of magnitude less computational ,5,4s. We have chosen to use the default settings as
cost. The results presented here demonstrate promise forth‘?mplemented in the MNDO97 prograf; that is, the
future development of extremely fast quantum modelS minimum and maximum A-H distances were chosen as 1.1

especially designed for biological systems. and 5.0 A, respectively, and a minimum-4—D angle of
90 degrees was selected.
2. Background Other successful Hamiltonian forms of note, although not

The formalism for the electronic part of the MNDO®  girectly compared against here, include the PDDG/PM3 and
AM1,% PM3242and MNDO/H? Hamiltonians is based on  pppG/MNDO Hamiltonians, which employ pairwise distance-
the neglect of the diatomic differential overlap (NDDO) dependent Gaussian cereore termg?5°the AM1/d model
approximation and is identical for all the methods (see ref o, molybdenum with bond-specific (i.e., pairwise) cere
44 for an overview). The four Hamiltonians differ only in  ~ge exponential repulsion terrfisa redefinition of core

the way core-core repulsions are treated. In the MNDO  (qre terms for hydrogen-bonded systéefféthe use of bond-
method, the repulsion between two nuclear cores (A and B) pased corrections for improving heats of formatidmnd

is calculated as potential energy scaling procedufés.
MNDO — —0aRaB 8RB
Ex (AB)=Z,Zg5 s Iss85H1 + € +e )1 3. Methods
(1) This section describes the methods used to develop the

whereZ's andZ's are the effective nuclear charges (nuclear semiempirical PMge model that is subsequently analyzed
charge minus number of core electron@,sa|sssslis a and tested. The first subsection describes the quantum data
Coulomb repulsion integral between asymmetry orbital set used as the reference data to fit the semiempiricaPM3
centered on A and amsymmetry orbital centered on B, and parameters for nucleic acid base pairs. The second subsection
ax andog are parameters in the exponential term that account describes the details of the paran"n_etriz_'cltion proce_dure itself.
for decreased screening of the nucleus by the electrons at 3.1. Quantum Dataset for Nucleic Acid Base PairsThe
small interatomic distances. For-® and N-H bonds, a guantum reference data set employed here to parametrize

modified form of the screening term is used the new semiempirical method has been described in detail
elsewhere! and is briefly summarized here. Geometries were
ENVPO(AH) = optimized with the Kohr-Sham density-functional theory

Z 27 Basalsysy (L + Ry g @R | g Ry () (DFT) method .using thenPWPV\_/Ql exchaqge-correlgtion
functionaf® ¢ with the MIDI! basis seb’ Stationary points
For many intermolecular interactions, particularly hydro- were verified to be minima through standard frequency
gen bonds, the MNDO model is problematic and often calculations (positive Hessian eigenvalues for all vibrational
incorrectly predicts essentially unbound hydrogen-bonded modes) that were also used (unscaled) to calculate zero-point
complexes. The PM3 and AM1 models include a set of and thermal contributions to the gas-phase enthalpy at 298.15
Gaussian corecore terms that alleviate excessive repulsion K and 1 atm. Basis set superposition errors were corrected
at close range and offer significant improvement for inter- using the procedure of Xanthe&sAll ab initio calculations
molecular interactions. The modified cereore term takes ~ were performed with the Gaussian 98 suite of progréins.

the form The quantum reference d&tacalculated at this level will
henceforth be designated asPWPW” in the tables and

ENPM(AB) = EN"PO(A,B) + text. The interaction enthalpies obtained from the quantum
Z,\Zg data set were previously demonstr&téd compare favorably

(ZakA g DR 0w | ZakB e PeRe—0e’) (3)  with available experiment®®tvalues for AT, GC, UU, CC,

Rag TT, and AU pairs and also with computatiéaor a large
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number of other base pairs carried out with larger basis setsTable 1. Reference Data Contained in the y? Merit
and more complete levels of electronic structure theory and Function?

were, thus, deemed to be an appropriate and convenient test description N o unit
set against which t_o pgrametrize the se.miempir.ical mo_del. bond lengths 999 0005 A
Formally, the contributions to the experimental interaction /.4 angles 1518  2.000 deg
enthalpies require sampling of all relevant conformations. p,nq torsion angles 1075  5.000

de
In the present work, calculated enthalpies are based on thegipole moments (mPWPW) 36 0040 D ’
single, lowest-energy ab initio configuration, as in other dipole moments (exptl) 5 0.040 D
work,%* or on a Boltzmann-weighted average. H-bond distances 65 0.020 A
3.2. Semiempirical Parametrization Procedure.This H-bond angles 65 0.040 deg
section describes the PMBparametrization procedure for ~ intermolecular heavy atom distances 65 0020 A
nucleic acid base pairs based on the density-functional dimerization enthalpies (mPWPW) 18 0500  keal/mol
quantum data set described in the previous section. The first dimerization enthalpies® (expt) - 110500  keal/mol
conformationally relative dimerization 30 0.250 kcal/mol

step is to construct an approprigt&A) merit function that
measures the goodness of fit of a set of molecular properties; TTho PR =yy= v P ——
. . P e terms exptl anda m reter to available experimental an
CaIC,UIated with a set (vector) of semiempirical parameters DFT data, respectively. If not explicitly specified, the reference data
A, with the corresponding reference values. The second stepefers to the use of DFT reference data. N is the number of reference
is to use nonlinear optimization methods to find a suitable data points for the given property, and o is the associated weight

enthalpies® (MPWPW)

set of parameters by minimization of tja%(l) merit function. within the 2 definition. » A dimerization enthalpy is defined as the
. ) . difference in enthalpy between a dimer and isolated monomers. Only

3.2.1. Construction of they?(4) Merit Function. The six unique experimental values were used in the parametrization but
form of thexz(j,) merit function used in this work is given appear more than once in the y2 definition since the experimental
by numbers are not orientationally distinguishable. ¢ The conformationally

relative dimerization enthalpies are defined here as the difference in
| dimerization enthalpies between base-pair arrangements, for ex-
mot prop ample, the difference in dimerization enthalpy between ATwc and

LR =3 > WY @) - YT’ 5)  ATewc

in a few semiempirical parameté¥sThis is not a productive
strategy in the present case. The large number of degrees of
] S freedom make it extremely difficult to lock down the norm
where the first sum with indexin eq 5 runs over molecules ot the gradient to a sufficient degree so that they accurately
(or complexes) and the second sum with indesuns over  reflect the energies and geometries associated with the fully

properties of the molecule (or complex). The argument  gptimized geometries, especially when kcal/mol accuracy is
represents a trial set of PM3 parameters that are the the primary goal.

variational degrees of freedomﬁlMSBP(/l) is the value of the

- i 3.2.2. Nonlinear Optimization of they?(4) Merit Func-
propertya. for molecule (complex) calculated with the trial - tjoy - Semiempirical parameters were obtained by optimiza-

parameter set, Y, is the corresponding reference value o of the y%(4) merit function of eq 5 with respect to the
(taken either from the experiment or calculated with DFT), get of semiempirical parameteisfor H, N, and O atoms
andwi, is the associated least-squares weight in the fitting. (parameters for C atoms were held fixed to the PM3 values).
The weightswi, are proportional to the inverse square of For this purpose, a suite of integrated nonlinear optimization
the i, values in eq 6. Thei, values have the same units as  methods for semiempirical parameter development has been
the molecular property to which they are associated andysed. The details of the integrated suite are forthcorffiiag;
control the sensitivity of the merit function to deviations of prief overview of the algorithms is provided here.
that property from the reference value. The properties Tphree nonlinear optimization methods working in concert
contained in the/? mgrlt function, the number of reference \\are applied in the present work: (1) genetic algorithm, (2)
data, and theo weight values for each property are \jonte Carlo simulated annealing, and (3) direction set
summarized in Table 1. minimization methods. Genetic algorithth& have been
For the semiempirical calculations, a modified version of demonstrated elsewhere to be useful in semiempirical
the MNDO97% program was used. The properties considered parameter optimizatiof.6367.68The implementation of the
include relative energies, optimized bond lengths, angles, genetic algorithm was loosely based on the description by
torsions, and dipole moments for neutral species. EachGoldberd® and tailored for the several issues encountered
structure of the data set is fully optimized at the semi- in the semiempirical optimization application. A new method
empirical level for a given set of parameters before calculat- of partitioning subsets of the population (referred to as
ing these properties and constructing tp#4) function. “tribes”) into different local minima on the?(4) surface
Previous work in the development of specific reaction calledfitness-weighted eigerctor nichingwas employed.
parameter Hamiltonians did not perform geometry optimiza- The fithess of members was determined from a Gaussian
tion but, instead, performed single-point calculations at a distribution of they? values of population members within
stationary point and penalized the norm of the gradient in a “tribe” with the Gaussian width proportional to thé
thex?(4) function. This procedure works well for very simple variance. The full details of the method are described
molecules and reactions with only small allowable variations elsewheré#

Wia = (O‘ionz)i1 (6)
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Table 2. Parameters in the PM3 and PM3gp Hamiltonians?
parameter H C N (0]
Uss (eV) —12.755 118 80 —47.270 320 00 —48.794 933 85 —87.387 093 24
—13.073 321 00 —47.270 320 00 —49.335 672 00 —86.993 002 00
Upp (eV) —36.266 918 00 —46.579 459 03 —71.702 685 70
—36.266 918 00 —47.509 736 00 —71.879 580 00
Bs (eV) —4.878 234 60 —11.910 015 00 —14.338 846 65 —46.877 410 23
—5.626 512 00 —11.910 015 00 —14.062 521 00 —45.202 651 00
Bp (€V) —9.802 755 00 —19.308 628 53 —24.742 325 18
—9.802 755 00 —20.043 848 00 —24.752 515 00
o (eV) 3.356 386 00 2.707 807 00 2.830 545 00 3.217 102 00
3.356 386 00 2.707 807 00 2.830 545 00 3.217 102 00
Hsp (eV) 2.290 980 00 1.136 713 00 0.593 883 00
2.290 980 00 1.136 713 00 0.593 883 00
Gss (eV) 15.023 337 45 11.200 708 00 12.415 221 41 15.261 643 45
14.794 208 00 11.200 708 00 11.904 787 00 15.755 760 00
Gpp (V) 10.796 292 00 13.966 114 12 13.659 300 75
10.796 292 00 11.754 672 00 13.654 016 00
Gsp (V) 10.265 027 00 7.345 402 26 10.413 326 25
10.265 027 00 7.348 565 00 10.621 160 00
Gpz (eV) 9.042 566 00 10.410 219 25 12.420 510 17
9.042 566 00 10.807 277 00 12.406 095 00
s (AY 0.967 807 00 1.565 085 00 2.028 094 00 3.796 544 00
0.967 807 00 1.565 085 00 2.028 094 00 3.796 544 00
&p (A 1.842 345 00 2.313 728 00 2.389 402 00
1.842 345 00 2.313 728 00 2.389 402 00
aj (unitless) 1.121 725 94 0.050 107 00 1.501 671 53 -1.131176 77
1.128 750 00 0.050 107 00 1.501 674 00 —1.131 128 00
by (A-2) 5.095 167 07 6.003 165 00 5.903 991 75 6.009 998 15
5.096 282 00 6.003 165 00 5.901 148 00 6.002 477 00
¢ (A) 1.536 937 00 1.642 214 00 1.710 426 69 1.607 311 00
1.537 465 00 1.642 214 00 1.710 740 00 1.607 311 00
a (unitless) —1.064 925 25 0.050 733 00 —1.515716 18 1.130 989 09
—1.060 329 00 0.050 733 00 —1.505 772 00 1.137 891 00
by (A-2) 6.023 153 66 6.002 979 00 5.975 794 98 5.872 165 45
6.003 788 00 6.002 979 00 6.004 658 00 5.950 512 00
¢ (A) 1.571 307 32 0.892 488 00 1.710935 13 1.603 474 21
1.570 189 00 0.892 488 00 1.716 149 00 1.598 395 00

a Standard notation for parameters taken from refs 42 and 70. The original PM3 parameters are shown in italics immediately below the
PM3gp values. Note: the parameters for C were held fixed to the standard PM3 values.

Several genetic algorithm runs were performed, with the acid base dimers and trimers. A detailed comparison and
number of generations ranging from 50 to 200 using a extended discussion of nucleic acid base monomer geom-
population of 64-128 members. The final population from etries and dipole moments are provided in the Supporting
the genetic algorithm optimization was then passed to aInformation. The semiempirical methods include the new
Monte Carlo simulated annealing procedure. The Monte PM3sp method of the present work and the conventional
Carlo procedur® used multidimensional simplex moves and semiempirical AM14* PM3,1242 MNDO,3%4% and MNDO/
variable exponentially decaying annealing schedules to H*® Hamiltonian models. The error metrics (errercalcu-
explore the local region of parameter space around the finallated — experimental/reference value) shown in the tables
population provided by the genetic algorithm. The resulting are the maximum (signed) error (MAXE), root-mean-square
parameters were then passed to a quadratically convergenérror (RMSE), mean unsigned error (MUE), and mean signed
direction set optimization meth&to arrive at the final error (MSE).
optimized PM3p parameter set (Table 2). Recently, these  4.1. Relationship between the PM3 and PM& Param-
methods have been extended and improved to make thegters.Overall, the PM3 parameters do not change dramati-
parametrization more (although not completely) automated cally from the PM3 parameters that were the starting point
and rObUSt, a detailed description of which is forthconﬁ‘i’lg. for optimization (Tab]e 2) Note that the parameters for

carbon in the PMg method were held fixed to the PM3
4, Results and Discussion values, as were théls, parameters for each atom. For
This section presents results and compares the performancéydrogen, the greatest change occurs for fheand Ggs
of semiempirical Hamiltonian models with respect to ex- parameters that were shifted from the PM3 values in the
perimental and density-functional calculations for nucleic positive direction by 0.75 and 0.21 eV, respectively. Similarly
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Figure 1. Regression of semiempirical and DFT mPWPW>*
dipole moments for nucleic acid bases with B3LYP/cc-pVTZ" : .

(x-axis reference) values. A linear fit for each method o — - T — T
produces intercept (b), slope (m), and correlation coefficient ATy ATy

(¢) values of DFT: b = 0.253 D, m = 0.809, ¢ = 0.982; ) ] ]
PM3ge: b=0.081D, m=0.981, c=1.000: AM1: b=0.116 Figure 2. Superimposed root-mean-squared fit of PM3gp

D, m= 0.918, ¢ = 0.996; PM3: b= 0.289 D, m = 0.818, ¢ (lighter colors) geometry optimized structures to DFT

= 0.988: MNDO: b = 0.349 D, m = 0.807, ¢ = 0.985; and mPWPW?>* structures (darker colors) for ATwc (upper left),

MNDO/H: b = 0.367, m = 0.805, ¢ = 0.985. CGwc (upper right), ATy (lower right), and ATgry (lower left).
Each pane shows the face-on view (upper) and side view

for nitrogen and oxygen, thfs and G parameters also  (lowen).

exhibited significant change; however, thgparameter was

shifted toward sllght!y more negative values, whereas the (MPWPW geometries) for a representative subset of hydrogen-
Gssparameter was shifted biy0.51 eV for oxygen anet0.49 bonded dimers (PM3 geometries are RMS overlaid onto
eV for nitrogen. For nitrogen, thg, and Gy, parameters  he DFT structures of Sherer et &.figures of the DFT
exhibited even more pronounced change from the PM3 gyryctures and their relation to the nomenclature are found
values than thgs and Gss parameters£0.74 and 2.21 eV,  yjthin the appendix of ref 54). Subsection 4.3.1 provides a
respectively). Aside from these parameters, the BM3  prief summary comparison of the semiempirical results for
parameters deviated from the PM3 values by typically only gas-phase intermolecular hydrogen-bonding and binding
a few percent or less. enthalpies with recent density-functional calculatiéte full

4.2. Nucleic Acid Base Monomersin this section, a  discussion of which is provided in the Supporting Informa-
comparison of the internal geometry and dipole moments tion. Subsection 4.3.2 compares density-functional and
for cytosine, guanine, adenine, thymine, and uracil nucleotide semiempirical hydrogen-bond lengths and dimerization en-
bases is briefly summarized. An extended discussion can bethalpies to experimental values. Subsection 4.3.3 examines
found in the Supporting Information. All of the semiempirical ~ an adiabatic binding potential energy curve for a representa-

methods perform reasonably well for the internal geometries tive hydrogen-bonded base pair and addresses potential
of the base monomers with respect to theWPW results  problems associated with the use of Gaussian-cooee

of Sherer et al® with the PM3p method performing best  fynctions.

overall. 4.3.1. Comparison with Density-Functional Calcula-
The semiempirical dipole moments for the nucleic acid tions. This subsection provides a brief summary of the
bases are compared with the density-functional calculationscomparison results for the set of 31 hydrogen-bonded nucleic
of Sherer et al} and the high basis-set level (B3LYP/cc- acid base dimers calculated with the semiempirical and
pVTZ) calculations of Li et al* are illustrated in Figure 1. density-functionalfiPWPW) quantum models. An extended
The PM3p method performs the best with respect to the discussion and presentation of data is provided in the
high basis DFT results, with a RMSE of 0.101 D. The Supporting Information and has also been discussed, in part,
MNDO/H method has the largest RMSE (0.717 D) of the elsewheré#
semiempirical methods. It is of interest to note that the  The MNDO Hamiltonian does not predict stable hydrogen
DFT dipole moments calculated with the smaller basis set bonds, MNDO/H forms hydrogen-bond lengths that are too
(MPWPW) have a RMSE (0.761 D), with respect to the short, AM1 predicts hydrogen-bond lengths that are too long,
higher basis-set (B3LYP/cc-pVTZ) values, that is larger than and PM3 and PMg predict hydrogen-bond lengths that
any of the semiempirical RMSE values. agree the most closely with thePWPW values of any of
4.3. Nucleic Acid Base DimersThe main focus of this  the other semiempirical models considered. Results for the
paper is on the structure and binding enthalpy of hydrogen- hydrogen-bond angles are qualitatively similar in that errors
bonded nucleic acid base pairs. A host of standard andare most significant for the MNDO and AM1 methods. A
nonstandard base-pairing interactions were considered, in-comparison of semiempirical anclPWPW dimerization
cluding Watsor-Crick (WC), reverse WatsorCrick (RWC), enthalpies shows that MNDO is critically underbound; AM1
Hoogstein (H), reverse Hoogstein (RH), and mismatched and PM3 are significantly underbound by over 5 kcal/mol
base pairs. Figure 2 illustrates various base pair geometrieson average, whereas MNDO/H predicts dimers that are
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Table 3. Comparison of Semiempirical and DFT Binding Enthalpies with Experimental Values for Nucleic Acid Base
Dimers?

molecule exptl mPWPW PM3gp AM1 PM3 MNDO MNDO/H
CGwc —21.0 —22.4 —-214 —13.8 -11.8 -3.9 —29.2
ATwc —-11.3 —12.4 —4.9 —5.8 —0.6 —-17.7
ATrwe —10.6 —12.5 —-4.7 -5.9 —0.4 -17.1
ATy -11.2 —13.6 —4.9 -6.8 -0.9 —17.4
ATgrn —10.7 -13.7 -5.0 -6.9 -1.0 -17.2
AT* —13.0 —-11.1 —13.5 —4.9 —6.7 —0.8 —17.4
cC —16.0 —17.0 —18.8 -7.5 -9.4 —-3.4 —26.6
T, —8.6 -8.7 -5.9 —4.6 -0.5 —13.4
T, —-9.4 -8.4 —6.0 —4.4 -0.4 —13.8
TTs -7.9 -8.9 -5.9 —-4.7 0.2 —13.0
TT* -9.0 —9.2 —-8.7 -5.9 —4.6 —0.4 —13.6
UU. -8.3 -8.7 —6.0 —45 -1.8 —13.4
Uu, —9.4 —8.7 —6.0 —4.3 -0.3 —13.8
UUs -7.5 —-8.8 -5.9 —4.6 -0.2 —13.0
Uu* —-9.5 —-9.2 -8.8 —6.0 —45 -1.6 —13.6
AUwc -14.5 -11.4 -12.6 —-4.9 -5.8 -0.4 -17.8
MSE 0.5 0.1 6.7 6.7 12.1 -5.9
MUE 1.3 1.1 6.7 6.7 12.1 5.9
RMSE 1.6 14 7.1 6.9 125 6.4
MAXE 3.1 -2.8 9.6 9.2 17.1 —10.6

2 Comparison of binding enthalpies (kcal/mol) for nucleic acid base dimers from semiempirical (PM3gp, AM1, PM3, MNDO, and MNDO/H)
and DFT mPWPW>3* (mPWPW) calculations with experimental values®°61 (exptl). An asterisk indicates that the value used in comparison to the
experimental value is a Boltzmann-weighted average of several structures (individually listed immediately above the averaged result) at 298.15
K. Summarized at the bottom are the error metrics (bold) for the semiempirical and DFT (mPWPW) values with corresponding experimental
results.

overbound by over 6 kcal/mol on average relative to the 0 ' v T

mPWPW results. The PM8 dimerization enthalpies, on the _5'_ LA W |

other hand, are in close agreement with tfl&VPW values vy =

with a RMSE or 1.3 kcal/mol. E-m- Y ]
4.3.2. Comparison with Experimental Values.Table 3 5 :l |

compares the calculated binding enthalpies with experimental ,_x"l_ sl 2 & |

values®®®! In some instances, a direct comparison cannot T | oy ® DFT

be made since the experimental values can often not 20| - s miﬂl’

distinguish between different binding orientations. In these H MR TN

instances, the computed value was used to compare with the . 4 . . |* MNDOH

255 20 45 0 -5 0

experiment result from a Boltzmann-weighted average of the
available minima at 298.15 K. Note that experimental _ S
measurements may contain fractions of very different binding Figure 3. Regression of semiempirical and DFT mPWPW>*
motifs, such as stacked base interactions, which are notbinding enthalplgs for nucleic acid base dl.mers Wlth experi-
accounted for within the scope of the currently selected Mental*®® (x-axis reference) values. A linear fit for each
geometries. Consequently, the “MSE” and “RMSE” values metf*;,ofi producels lntefrcept. (Z)'_Szloo%eg E(m)'l/an(li coirelegéoen
reported in Table 3 must be regarded as approximate,CO¢fficient (¢) values of DFT: b= 2.009 kcal/mol, m = 1.086,
. . ¢ =0.940; PM3gp: b=1.510 kcal/mol, m=1.117, c= 0.965;
Nonetheless, the DFT values appear to slightly underestimate, "~ " = B i .
- . AM1: b = —0.006 kcal/mol, m = 0.495, ¢ = 0.695; PM3: b
the binding enthalpy (the MSE is 0.5 kcal/mol), and the _ 1211 k _ _ . o
. =1 cal/mol, m = 0.598, ¢ = 0.944; MNDO: b= 1.211
overall RMSE is 1.6 kcal/mol. The MSE and RMSE values keal/mol. m = 0.598 ¢ = 0945 and MNDO/H: b = 2.865
for AM1 (6.7 and 7.1 kcal/mol, respectively) and PM3 (6.7 ooy 1 _ Zover € = 58 an T
: : /Mol, TESpECUively 12 (0.7 ycalimol, m = 0.308, ¢ = 0.850.
and 7.9 kcal/mol, respectively) relative to the experimental
binding enthalpies are slightly larger than the corresponding
MSE and RMSE values relative to the DFT results. The of —2.8 kcal/mol) and the Alc dimer (PM3;p error of 1.9
MNDO/H method is still overbound with respect to experi- kcal/mol). The error trends of the DFMPWPW) values
mental values, with a MSE value o6f5.9 kcal/mol and  with respect to those of the experiment have the same sign
RMSE of 6.4 kcal/mol. This underscores the inadequacy of for these dimers<{1.0 and 3.1 kcal/mol for CC and Al4,
these methods for biological applications where hydrogen respectively).
bonding is involved. The PM$3 method performs best The distance between the heavy atoms acting as hydrogen-
relative to the experimental binding enthalpies (Figure 3) bond acceptors and donors have been resolved for thg-AU
with a MSE of only 0.1 kcal/mol and a RMSE of 1.4 kcal/ and CGyc base pairs in sodium adenylyl-8-uridine (ApU)
mol. The largest errors occur for the CC dimer (RyM8rror and sodium guanylyl-¥'-cytidine nonahydrate (GpC) crys-

Expt. AH (kcal/mol)
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Table 4. Comparison of Experimental, Semiempirical, and DFT Hydrogen-Bond Heavy-Atom Acceptor—Donor Separations
for AU and CG Base Pairs?

AUWC CGWC

method Nj++*H—N3 Ng—H:+-O4 Ns—H---Og Nze-*H—N31 Oz:+*H—N3
exptl 2.82 2.95 291 2.95 2.86
mPWPW 2.73 (—0.09) 2.84 (—0.11) 2.71 (—0.20) 2.83 (—0.12) 2.87 (0.01)
PM3gp 2.77 (—0.05) 2.77 (—0.18) 2.76 (—0.15) 2.78 (—0.17) 2.80 (—0.06)
AM1 3.05 (0.23) 3.11 (0.16) 3.06 (0.15) 3.05 (0.10) 3.10 (0.24)
PM3 2.81(0.01) 2.82 (—0.13) 2.82 (—0.09) 2.80 (—0.15) 2.85 (—0.01)
MNDO 4.22 (1.40) 5.10 (2.15) 4.22 (1.31) 412 (1.17) 4.09 (1.23)
MNDO/H 2.55 (—0.27) 2.54 (—0.41) 2.52 (—0.39) 2.55 (—0.40) 2.60 (—0.26)

a Comparison of semiempirical (PM3gp, AM1, PM3, MNDO, and MNDO/H) and DFT mPWPW>* (mPWPW) calculated hydrogen-bond heavy-
atom acceptor—donor separations (A) with experimental (exptl) X-ray crystal structure analysis of ApU and GpC.26.7273 Errors relative to
experimental values are indicated in parentheses.

tals using X-ray diffractiort®’273 Table 4 compares the 20

experimental accepterdonor distances witmPWPW and 150

semiempirical methods. Reasonable agreement with experi- = 1or

mental values is found between DFT and RM®&ith errors g 5

ranging from 0.01 to 0.2 A. BotmPWPW and PMg are §

in reasonable agreement with crystallographic data with MUE < 8

values of 0.11 and 0.13 A, respectively. PM3 agrees best . 10k

with experimental values with a MUE error of 0.08 A, 151

however, an examination of the base pair geometries shows 20l . . .

considerably artificial nonplanarity. The MNDO/H method 55 6 65 7 75 8
(using the suggested paramete® of 2.0 A2 predicts
acceptor-donor separations that are systematically too short Figure 4. Binding energy of ATwc as a function of rigid base-

by 0.29 A pair separation. The potential energy curve is defined as the

4.3.3. Dimer Potential Energy Curve The use of core center of mass separation between each monomer along the
core functions can lead to artificial stationary points jn Vector joining their center of mass. The monomer geometries
potential energy surfaces. In this section, the adiabatic 2"d rélative orientation with respect to each other were held
binding energy potential energy curve for a hydrogen-bonded ffxed during the scan to those deter.m'ned from DFT optimiza-

S . . . tion of the energy minimum (see Figure 2). The DFT binding

base pair is explored to address this issue. Figure 4 displays . . : .
the adiabatic blndlng potential energy curve for \A{:T engrgles qre counterpmse (?orrected, but sms:e nonstatlonary
. ) oints are involved, zero-point energy corrections and thermal
(defined here as the C'entel.’ 9f mass separation between ADFEorrections to the enthalpy were not included. The zero of
and THY) for the semiempirical methods amPWPW. The  ¢nergy s defined as the energy of the two isolated monomers.
monomer geometries and relative orientation with respect gince the monomers are constrained to those found in the
to one another were taken from the DFT-optimizedwT AT, DFT optimized structure, the binding energy asymptoti-
structure (Figure 2). cally reaches a positive value at large center of mass

None of the semiempirical methods show artificial station- separations. The semiempirical geometries used were the
ary points in the potential energy curve. The minimum energy same as used in the ab initio single-point calculations.
separations and relative binding energies are qualitatively
similar to the dimer hydrogen bond lengths and dimer MM methods, it is likely best to avoid completely the use
binding enthalpies summarized in Section 4.3 and extensively of off-center Gaussian coteore terms.
discussed in the Supporting Information. At first glance, it 4.4. Nucleic Acid Base TrimersThe elementary next step
appears that the AM1 method has the best qualitatispe in evaluating the limits of semiempirical methods in studying
of the potential energy curve when compared to DFT, nucleic acid base interactions is to examine trimer interac-
although severely underbound, whereas the PM3 andsPM3  tions. This is an interesting test for the Pp43nethod, since
methods have a spuriously steep potential well near theno trimer data were used in the parametrization procedure.
minimum. A careful comparison of these three potential Base pair trimers (sometimes referred to as “triplexes”) have
energy curves beyah6 A reveals that their long-range been studied in the past with HartreBock™®, DFT (B3LYP
attractive tails are nearly parallel, suggesting that the steepandmPWPW)>* and MPZ576methods. In addition, Yanson
potential well near the minimum observed in the PM3 and et al®* have reported trimerization enthalpies by analysis of
PM3s» methods are due to coreore functions. A better  mass spectral peak intensities in multicomponent mixtures.
potential energy curve might be obtained with cecere Table 5 compares values for the nucleic acid base trimer
functions with smaller Gaussian exponents or having basedbinding enthalpies calculated with DFT MP2,6 PM3gp,
the parametrization off of AM1 as opposed to PM3. For the AM1, PM3, MNDO, and MNDO/H. The naming of the
design of new-generation semiempirical methods for QM/ trimers and illustrations of the DFT trimer geometries are
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Table 5. Comparison of the Semiempirical and DFT Binding Enthalpies with Experimental Values for Nucleic Acid Base
Trimers?

molecule exptl mPWPW PM3gp AM1 PM3 MNDO MNDO/H
CCCy —14.0 —16.8 -24.1 -85 -85 —17.4
CCC> —28.8 —33.4 —25.5 —-17.1 —8.3 —40.2
CCCy —33(—38)+4 —22.0 —28.9 —14.8 —13.5 —4.4 —29.1
UUA; —21.0 —25.2 -8.8 —12.0 -1.4 —33.9
UUA; —21.4 —25.1 -8.8 -11.9 -1.2 —34.1
UUA3 —17.0 —20.5 —11.5 —10.6 -1.3 —21.9
UUA, —17.4 —20.6 —12.2 -11.9 —-2.2 —25.0
UUA" =27 (-29)+ 4 -21.3 —25.2 -12.0 -11.9 -1.8 —34.0
UuuU, -8.5 -13.1 —10.0 -7.0 -2.6 —19.9
Uuu, —-11.3 —14.6 —10.3 —8.4 -0.7 —18.3
uuu” —20(—22)+ 4 —-11.3 —14.5 —10.2 —-8.3 —-25 —19.8
uuT —23(—25)+ 4 -7.1 —-12.7 -9.9 —6.6 -0.5 —18.6
TAT —23.8 (MP2) —21.3 —24.9 —-8.9 —11.9 -1.0 —34.1
CGC* —65.2 (MP2) —68.3 —65.2 —39.9 —46.0 —23.2 —79.8
GGG —36.8 —33.3 —28.5 —19.6 -8.7 —40.3

a Comparison of binding enthalpies (kcal/mol) for nucleic acid base trimers (triplexes) from semiempirical (PM3gp, AM1, PM3, MNDO, and
MNDO/H) and DFT mPWPW>* (mPWPW) calculations with experimental values®%:61 (exptl) or MP2/6-31G(d) calculations’® (MP2). The MP2
results’® involve geometry optimization, zero-point vibrational energy correction, and thermal contributions at the HF/6-31G(d) level followed by
BSSE correction and MP2/6-31G(d) calculation with all d polarization functions using an exponent of 0.25. The naming convention of the molecules
follows from Sherer et al.>* Of special note is the difference between CCC;, CCC,, and CCC4: CCC; and CCC, are unmethylated cytosine
triplex structures, whereas CCC, is a (N1,N4)-dimethylcytosine triplex structure. An asterisk indicates that the value is a Boltzmann-weighted
average of several structures (individually listed immediately above the averaged result) at 298.15 K.

presented in ref 54. As was done with the comparisons of In both cases, PMs3 agrees better with the MP2 enthalpies
dimer binding enthalpies with experimental values, Boltz- (—23.8 and—65.2 kcal/mol for TAT and CGC€, respec-
mann-weighted averages of the computed energies from thetively) than themPWPW?* enthalpies. Although the DFT
available geometries are used to compare to availablevalues are in good agreement with the MP2 enthalpies (errors
experimental trimer enthalpy results. The different experi- of 2.5 and 3.1 kcal/mol for TAT and CGCrespectively),
mental values reported in Table 5 result from different PM3gp agrees exceptionally well (errors of 1.1 and 0.0 kcal/
choices of the dimer equilibrium constants in the analysis mol for TAT and CGC, respectively).

of the spectral intensity ratics. 4.5. Transferability to Molecules not in the Parametri-

The AM1, PM3, and MNDO semiempirical methods zation Set.Although it is the purpose of the present work
considerably underestimate the binding enthalpy for all to focus on hydrogen bonding in nucleic acid bases, it is
trimers when compared to experimental values, MP2, or the instructive to test and compare the Pjd3nethod with a
Boltzmann-averaged DFT data. The smallest error of all of more general set of hydrogen-bonded complexes. Toward
the conventional (AM1, PM3, MNDO) semiempirical meth- this end, a test set of molecules was considered in order to
ods is with AM1, although closer inspection reveals an compare the ability of the PM3 method and other semi-
incorrect rank order of some of the binding enthalpies relative empirical methods to model intermolecular hydrogen bonding
to that of the DFT values. The MNDO/H method, in general, between neutral molecuf@sand some biologically relevant
is considerably overbound, but not in all cases, such as theions. A summary of the error metric results for the dimer-
CCG, trimer. The DFT values are underbound relative to ization enthalpies, dipole moments, and hydrogen-bond
those of the experiment and are typically just outside the lengths relative to theWPWPW values is provided in Table
lower bound of the experimental error. Pp3is also 6, the complete set of data being provided in the Supporting
underbound relative to experiment, but more bound than the Information. Overall, the PM3® method makes a consider-
DFT values by roughly 3 kcal/mol, which is consistent with  able improvement relative to the other semiempirical methods
the behavior observed with the dimers (see Supporting for all of these properties. For example, the RMSE values
Information). As pointed out previousfthe experimentally  for the dimerization enthalpy, dipole moment, and hydrogen-
determined binding enthalpy of (NNs)-dimethylcytosine  bond distances are 1.58 kcal/mol, 0.63 D, and 0.23 A,
(CCGy) is unjustifiably overbound; a binding enthalpy-e83 respectively, for PMg, whereas the next lowest RMSE
kcal/mol only seems plausible if hydrogen-bonding sites are values from any of the other semiempirical methods are 1.91
freed by demethylation of the monomers, the lowest enthalpy kcal/mol (MNDO/H), 0.83 D (PM3), and 0.26 A (PM3),
of which is the CCG structure. In fact, the PMs3 binding respectively. These results suggest that the strategy outlined
enthalpy of the unmethylated structure exactly reproduces ahere of careful, specific reparametrization, using some
binding enthalpy of-33 kcal/mol. consistency constraints (such as fixing the C parameters and

For structures where experimental binding enthalpies areallowing a relatively small deviation from the more general
unavailable (TAT and CGQ, a comparison is made to PMS3 parameter values) can assist in maintaining a significant
counterpoise corrected MP2 enthalpies with zero-point level of robustness and transferability for the properties
vibrational energy and thermal corrections to the enétgy. included in the parametrization procedure.
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Table 6. Comparison of Semiempirical Dimerization
Enthalpy, Dipole Moment, and Hydrogen-Bond Length
Error Metrics Relative to DFT for Hydrogen-Bonded
Complexes Not Contained in the Parameterization?

property metric  PM3gp AM1 PM3 MNDO/H
AH (kcal/mol)  MSE 0.34 0.81 1.61 —0.93
MUE 1.11 2.37 2.04 1.63
RMSE 1.58 3.27 2.87 1.91
MAXE 4.47 10.45 8.65 —5.26
u (D) MSE 017 -0.36 —0.25 0.01
MUE 0.40 0.63 0.61 0.69
RMSE 0.63 0.90 0.83 0.91
MAXE 1.91 —2.78 —2.43 1.93
H---X (A) MSE —-0.04 0.39 0.05 —-0.24
MUE 0.19 0.39 0.19 0.32
RMSE 0.23 0.49 0.26 0.37
MAXE 0.76 1.27 0.72 0.90

2The DFT reference values were obtained at the B3LYP/6-
311++G(3df,2p)//B3YLP/6-31++G(d,p) level of theory with zero-point
energy and thermal corrections to the enthalpy derived from a
frequency analysis at the B3YLP/6-31++G(d,p) level of theory. The
dimerization enthalpy (AH) error metrics involved the comparison of
37 dimers. The dimerization enthalpy is defined as the difference in
enthalpy between the dimer and the isolated monomers. From these
37 dimers, there were 43 hydrogen-bond lengths. The hydrogen-bond
lengths were measured from the hydrogen position to the heavy atom
to which it is hydrogen-bonding, denoted as H:--X. The dipole moment
(u) statistics involved a total of 45 neutral dimers and monomers. A
complete comparison of the data is tabulated in the Supporting
Information.

5. Conclusion

The present paper reports an exploratory semiempirical
Hamiltonian (PM3p) for modeling hydrogen-bonded nucleic
acid bases that significantly outperforms the AM1, PMS3,
MNDO, and MNDO/H Hamiltonians and accurately repro-
duces nucleic acid base pair interaction enthalpies and
optimized geometries when compared to experimental and
mPWPW calculations. The PMB model was applied to
hydrogen-bonded nucleic acid base trimers not contained in
the parametrization set and found to agree much better with
prior, higher-level calculations than the other tested semi-
empirical Hamiltonians.

Overparametrization of semiempirical methods to focused
chemical problems can distort the physical nature of the
model away from general applicability, which calls their very
usefulness into question and limits their general predictive
capability. On the other hand, the very broadly parametrized
semiempirical models are not of sufficient quantitative
accuracy to be useful in biological applications without
additional ad hoc corrections. This suggests that the forms
of current semiempirical models might be reaching their
inherent limits. Consequently, further progress needs to be
made in the development of new semiempirical methods
with treatments for those phenomena not described well with
current Hamiltonian forms, such as dispersive attraction and
proper polarization to electric fields while using a small basis
set.

Nonetheless, the present work takes a significant step
forward in testing the ability of the common semiempirical
Hamiltonian forms to accommodate and reliably reproduce
hydrogen-bonded nucleic acid base interactions. None of the

J. Chem. Theory Comput., Vol. 1, No. 6, 200283

tested Hamiltonians contain a term to properly account for
the long-range dispersion effects that play an important role
in stabilizing base-stacking interactions (or condensed phase
simulations, in general), and further refinement of the
methods to include such terms is likely to lead to more
accurate and robust semiempirical models for biomolecular
interactions.
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Abstract: The calcium ion was proposed to be involved in protein structure stabilization against
thermal and proteolytic degradation, such as autolysis phenomena, in trypsin-like serine
proteases. However, molecular details related to the role played by the metal ion are still largely
unknown. Several molecular dynamics simulations of 6 ns have been used to investigate the
dynamic behavior of bovine and salmon trypsins in calcium-bound and calcium-free forms, with
the aim of evaluating the role of the calcium ion in trypsin three-dimensional structure and
autoproteolysis propensity. It turned out that the calcium-free trypsins are characterized by a
more flexible structure, revealing structure—function relationships connecting Ca2* binding and
autoproteolysis propensity. In particular, the removal of Ca2* not only increases the flexibility of
regions around its binding site, in the N-terminal domain, but also leads to channeling of the
fluctuations to remote sites in the C-terminal domain, possibly involving the interdomain loop.
Two primary autolysis sites are strongly influenced by calcium binding (R117 and K188) in bovine
trypsin, whereas Ca?" plays a less crucial role in salmon trypsin.

Introduction a genetic disorder due to inappropriate activation of trypsin
Trypsin, a member of the serine protease family that is highly within the pancrea3.

specific for cleavage at lysine and arginine residues, plays Even though several structural details related td*Ca
an important role in many biological processes. The large binding to trypsins are knowhthe detailed role played by
number of studies carried out on trypsins in their native form, C&" in structure stabilization and autolysis is not yet fully
as well as in the presence of a variety of ligands, allowed understood. The calcium-binding loop runs from residue 69
an understanding of fundamental issues related to substratéo 80 (numeration of bovine trypsin, BT) and connects two
binding, specificity, and fine details of the catalytic mech- antiparallel$ strands in the N-terminal domain. The loop
anism! Trypsins and several other eukaryotic serine proteasesstructure is maintained by hydrogen bonds formed with other
bind a C&" ion, which is known to play an important role parts of the protein. In addition, several water molecules form
as a regulator of physiological functions and in the preserva- bridges between the loop and other protein regimbe

tion of structural integrity in many proteisin particular, role played by C# in trypsin structure has been investigated
the calcium ion in trypsin-like serine proteases has beenusing several spectroscopic technigé$,leading to the
proposed to be involved in the stabilization against thermal conclusion that the protein assumes a less-compact structure
and proteolytic degradation, such as autolysis phenorftena. when the metal ion is removed. This behavior has been
The elucidation of factors regulating autolysis propensity is correlated to modifications in the environment of a conserved
particularly relevant since the inability of trypsin to self- tryptophan residue (W142gven though FT-IR spectroscopy
degradate has been linked to human hereditary pancreatitisdid not show detectable perturbation of the protein secondary

structure'®
* Corresponding author. Phone+39 02 64483463. E-mail: The analysis of trypsin structures obtained by X-ray
luca.degioia@unimib.it. diffraction (mammalian and salmon trypsins) revealed that
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the calcium-binding loop interacts with a protein portion simulations are presented in the first part of the manuscript,
usually described as the autolysis loop (residues-145, whereas the results and analysis of MD simulations are
BT numeration}. This loop owes its name to its similarity  discussed in the second section.

with chymotrypsins, but it is still unclear if it constitutes a

conserved primary autolysis site in trypsins. In fact, a well- Methods

known autoproteolytic site in the BT autolysis loop (K145) ,
is not conserved in salmon trypsin (ST), where the closest To collect known structures and sequences of mammalian

putative autolysis site (K154) seems to be too buried and @"d fish trypsins, the Protein Data Bank (PBEand the
rigid to be a favorable autolysis sitédoreover, several other ~Nonredundant sequence database were searched with
autolysis sites have been characterized in mammalianBlast! using the amino acid sequences of BT and ST as
trypsins!112 The peptide bonds between R11V118 and probes. Muluple sequence alignments were generated with
K145-S146 are simultaneously cleaved, leading to an ClustalW? using default parameters.

enzyme form that retains activity Cleavage can also takes ~ MD simulations were performed using the GROMACS
place at K66-S612 and K188-D1891! leading to enzyme  Simulation software packag@,implemented on a parallel
inactivation. Finally, it was also shown that the autolysis of architecture. The X-ray structures of native bovine (BT) and
wild-type rat trypsin begins with cleavage at R117, and K60 atlantic salmon (ST) trypsins (PDB entries 3FPTEnd

is another relevant autolysis si&'4 Notably, the peptide ~ 2TBS? respectively) were used as starting points for the
segment between K60 and R117, which contains the so-computational investigation.

called interdomain loop that connects the two globular protein  Initial structures for the apo forms have been obtained
domains, is part of the longest peptide portion in trypsin that according to the following procedure: the®én has been
does not include disulfide bridgédt has been suggested removed from the PDB file, the apo-protein structure was
that this region, which includes the €abinding loop, may optimized by molecular mechanics (1000 steepest descent
function as a built-in target for autolysis: the cleavage at cycles followed by 10 000 conjugate gradient steps), and the
any end of the peptide segment K6R117 is followed by resulting structure was submitted for MD simulations.
cleavages at several trypsin-sensitive sites between the two \p simulations of the holo and apo forms have been
ends’® It was also proposed that €acould stabilize an  carried out according to the following protocol. Protein
autolysis-resistant conformation of the K6R117 seg-  structures, including crystallographic water molecules, were
ment?>1*Interestingly, ST and other fish trypsii§**are  spaked in a dodecahedral box of 4523 (BT simulations) or
characterized by autolysis rates that are less dependent o244 (ST simulations) SPC water molectd&§he minimum

the presence of calcium ions than those of mammalian gjstance between the solute (protein) and the box edges was
trypsins. However, it has been noted that this difference doesset to 0.5 nm. The ionization state of charged residues was
not necessarily indicate that €ahas a lower stabilizing  get to be consistent with neutral pH: Lys and Arg residues
effectin ST, since slower autolysis rates could be due to theyere positively charged, whereas Asp and Glu were nega-
presence of fewer exposed autolysis sités. for the other  tjyely charged. The protonation state of the histidine residues

factors that can affect autolysis propensity, Fontana &t al. \yas predicted using GROMACS tools and confirmed by
have suggested that protein portions characterized by largeyisyal inspection of the molecular environment of each
flexibility (evaluated on the basis of B-factor values) are pjstigine. To neutralize the overall charge of the system, a
particularly susceptible to proteolytic attack, whereas nymper of water molecules equal to the norm of the protein

Novotny and Bruccolet? concluded that solvent accessibility  charge, and located withi4 A of theprotein surface, were
is more important than flexibility in affecting proteolysis. replaced by C1 (BT) or Na (ST) ions.

Molecular dynamics (MD) is a powerful tool used to Initially, solvent molecules were relaxed by molecular
understand the structure and functional features of a proteingechanics (steepest descent method, 1000 steps). The
in atomic detail, and it can lead to significant insights into optimization step was followed by 20 ps MD at 300 K (time
the atomic machinery underlying protein functi&n:® In step 1 fs) while restraining protein atomic positions using a
fact, MD simulations on trypsins from organisms adapted parmonic potential. MD simulations were performed in the
to different environmental conditions have been previously NpT ensemble at 283 and 310 K, applying periodic boundary
reported, revealing details about the relationship between .gngitions and using an external thermal Batwith a
protein dynamics and functiod$?However, the role played coupling constant of 0.1 ps for the protein and 0.002 ps
by C&" on the dynamic properties of trypsins has never been ¢, nonprotein groups. Pressure was kept constant (1 atm)
investigated. by modifying the box dimensions. The time constant for the

With the aim of clarifying the role of calcium on trypsin  pressure coupling was set to 13§ he LINCS algorithr®
structure and autoproteolysis propensity, we have carried outwas used to constrain the lengths of bonds involving
multiple 6 ns MD simulations of ST and BT proteins, in  hydrogen atoms. Electrostatic interactions were calculated
their native holo (calcium-bound) and apo (calcium-free) uysing the particle-mesh Ewald summation schéhweith a
forms. Analogous approaches were applied successfully tocutoff of 0.12 nm for the separation of the direct and
investigate the role of calcium ia-lactalbumin and c-type  reciprocal space sum cutoffs. van der Waals and Coulomb
lysozymez® parvalbumir?” and calmodulir?®2 interactions were truncated at 1.0 nm. The nonbonded pair

Sequence and structure characteristics of ST and BTlist was updated every 10 steps, and conformations were
relevant to the proper analysis of results from the MD stored every 2 ps. The time step was set to 2 fs. The coupling
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constant of the external bath was set to 0.001 ps for bothand ST is extremely similar, as is the overall fold of the
protein and nonprotein elements. proteins. The main difference in the backbone conformation
To improve the conformational sampling, two or three is localized in correspondence to the autolysis loop {143
simulations, obtained initializing the dynamic run with 155), which assumes significantly different conformations
different Maxwellian distributions of initial velocities, were in the two proteins. In fact, the loop conformation observed
carried out for each protein system. The rmsd (root-mean-in ST has been proposed to be stabilized by the ion pairs
square deviation), which is a crucial parameter in the D150-K154, E2}-H71, and K74-D153, which are typical
evaluation of the stability of MD trajectories, was evaluated of fish trypsins (Figure 1j.
for main-chain atoms using as a reference the starting Six disulfide bonds are present in ST and BT (Figure 1,
structure of the MD simulations. Figure 2b): C22-C157 (connecting the N-terminal end to
MD trajectories characterized by different initial velocities the (3-2 strand), C42C58 (connecting -2 to the loop
have been merged to compute rmsd matrices, in which theNB-3/NS-4), C128-C232 (connecting loop B6/CS-1 to
rmsd values computed comparing all pairs of frames are Cp-2), C136-C201 (connecting £1 to G3-4), C168-C182
organized in a two-dimensional map, which allows an (connecting B-2 to G3-3), and C19%+C220 (connecting the
evaluation of the resampling of similar substructures. The loop G3-3/C3-4 to the loop B-5/C5-6). All disulfide bridges
rmsd matrices representing merged trajectories have beerare conserved in mammalian and fish trypsins, with the
processed using the JarviBatrick method? to extract exception of human trypsin Il. Notably, only two disulfide
information on possible clusters of conformations. The bridges are localized in the N-terminal domain, and one of
average structures of the clusters, defined as the proteinthem connects the N- to the C-terminal domain.

structure with the smallest average distance to the other Trypsins are proteolytic enzymes specific for arginine and
conformation belonging to the same cluster, have also beenyysine residues. In BT, there are 16 putative autoproteolytic
calculated?® sites (K60, R66, K87, K107, K109, R117, K145, K156,
The secondary structure content has been calculated using 159, K169, K188, K204, K222, K224, K230, and K239),
the DSSP prograrft. The solvent accessibility degree has while in ST, the putative autolytic sites are 12 (K23, K60,
been evaluated with the NACCESS progfaon structures  R62, R66, K74, R87, R90, K107, K110, K154, K188, and
collected from the trajectories every 20 ps. The root-mean- K230). Only a few sites, conserved in most of the sequences,
square fluctuation (rmsf) has been calculated on main-chaingre common to the two proteins (K60, R66, K/R87, K107,
atoms at a residue base, using as a reference the average18s, and K230) (Figure 1). As mentioned in the Introduc-
structure from the trajectories. tion, K60, K145, K188, and R117 were characterized as
The visual analysis of protein structures was carried out primary autolysis sites in trypsif&2It is relevant to observe
using INSIGHT Il tools (Biosym Technologies/Molecular  that R117 is typical of mammalian trypsins, whereas K145
Simulations, San Diego, CA) and visual molecular dynam- is present only in three trypsins (from bovine, porcine, and
ics Antarctic fish; Figure 1). Most of the lysine and arginine
In the following, the numbering of residues is referred to residues are located in loop regions or in proximity of the
BT if not otherwise specified. The N- (36.35) and ends off strands om helices, with the exception of K/R87
C-terminal (136-245) domains of trypsin are labeled as N (in Nj3-5), BT K159 (in G3-2), BT K169 (ina-1), and BT
and C, respectively. Thg strands are numbered frofial K239 (in a-2). Interestingly, two of these residues, K/R87

to 8-13, while thea helices are numbered from1 to a-4. and K159, are surrounded by other trypsin-sensitive sites,
BT and ST sequences are composed of 223 and 222 totalvhich are localized in loop regions and might be more
amino acids, respectively. susceptible to proteolysis.

The solvent accessibility degree of the putative autopro-
Results and Discussion teolytic sites, as well as their structural features, were also

Analysis of Trypsin Structures and SequencesStructures analyzed. The side chains of putative autolysis sites are
of mammalian and fish trypsins collected in the PDB (59 generally well-exposed to the solvent (solvent accessibility
entries; March 30, 2005) were initially analyzed to character- degree larger than 30%), with the exception of R66, BT K107
ize the environment of the calcium ion. In addition, the BT and K156. The solvent accessibility degrees for the autolysis
sequence was aligned with trypsins from different organisms sites that have been characterized experimentally are 38.9%
(Figure 1) to evaluate the conservation of calcium-binding for BT K60, 39.9% for ST K60, 40.6% for BT R117, 60.7%
residues. It turned out that the side-chain oxygen atoms offor BT K145, 57.7% for BT K188, and 54.1% for ST K188.
E70, E80, and E77, which are strictly conserved in all Notably, the solvent accessibility degree for K154, which
trypsins; the backbone oxygen atoms of N72 and V75 (less has been proposed to functionally correspond to the BT K145
strictly conserved); and a water molecule define thé"Ca autolysis sité,is as large as 42.2%, in apparent disagreement
coordination environment in the analyzed trypsins. The with the hypothesis that the low propensity to autoproteolysis
molecular environment of the calcium-binding loop {69  of this site could be due to solvent inaccessibiity. fact,

80) comprises the loop at the N-terminal end(P®), the ST K154 is involved in a salt-bridge cluster with E21, H71,
loop between KM-1 and N3-2 (37—39), part of the interdo-  and D150, and therefore, its side chain could not be available
main loop between B6 and @-1 (110-133), and the  to properly interact with the specificity pocket of trypsins.
autolysis loop (144 154) between $-1 and @5-2 (Figure In a similar way, K74, which is located in the calcium-
2a). The conformation of the calcium-binding loop in BT binding loop, can form an ion pair with D153.
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Q8AV1lOncorhynchus keta
P350328almo SalarII
P35031Salmo salarl
Q91515Fugu_rubripes
Q92099Paranotothenia magellani
Q9W7Q7Paralichthys_olivaceus
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P08426Rattus_norvegicusIII
P7005%Xenocpus_laevisII
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Q8AV1lOncorhynchus_keta
P350328almo_SalarII
P35031Salmo salarI
Q91515Fugu_rubripes
Q92099Paranotothenia magellani
Q9W7Q7Paralichthys olivaceus
Q9W7Q6Paralichthys olivaceusII
093266Pleurcnectes_americanus
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P16049Gadus_morhual
Q91041Gadus_morhuall
Q98TG9Engraulis japonicusII
Q98THOEngraulis japonicusI
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Q6R6700reochromis_aureus
Q6R6710reochromis_niloticus
P350338almo_salarIII
P07477Homo_sapiensI
P07478Homo_sapiensII
P06872Canis_familiarisII
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Q792Z1Mus_musculusI
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c22 C42
------------------------ IVGGYECKAYSQPHQVSLNSGYHFCG
----------- AAFAT- - - - EDDKIVGGYECKAYSQPHQVSLNSGYHFCG
MISLVFVLLIGAAFAT- - - - EDDKIVGGYECKAYSQTHQVSLNSGYHFCG
———————— LIAAAYAAPI-DEDDKIVGGYECRKNSVAYQVSLNSGYHFCG
MRSLVFVLLIGAAFAT- - - - EEDKIVGGKECSPYSQPHQVSLNSGYHFCG
MRSLVFVLLIGAAFAM- - - - EDDKIVGGYECTPYSQPHQVSLNSGYHFCG
- --LVFILLIGAAFAT- - - - EDDKIVGGYECTPYSQPHQVSLNSGYHFCG

MRSLVFVLLIGAAFAL- - - -EDDKIVGGYECTPHSQAHQVSLNSGYHFCG
MRSLVFVLLIGAAFAI----DDDKIVGGYECTPHSQPHTVSLQSGYHFCG
MKSLIFVLLLGAVFAE----- EDKIVGGYECTKHSQAHQVSLNSGYHFCG
MKSLIFVLLLGAVFAE----- EDKIVGGYECTRHSQAHQVSLNSGYHFCG
MRSLVFLVLLGARAFAE----- DDKIVGGYECQPYSQPHQVSLNSGYHFCG
MRPLVFLVLLGARAFAE----- DDKIVGGYECQAHSQPHTVSLNSGYHFCG

MRSLVFLVLLGAAFALD- - - -DDKIVGGYECQPNSQPWQASLNSGYHFCG
MRSLVFILLLGVAVALD- - - -DDKIVGGYECEPHSQPWQASLNAGYHFCG
MRSLVLLLLVGACFALE- - - -DDKIVGGYECTPYSQPWQVSLNVGYHFCG
MEYFILLALFAAAYAAPTIED--DKIIGGYECAKNSVPYMVSLNIGYHFCG
MEKYFILLALFAAAYAAPIED--DKIIGGYECAKNSVPYMVSLNIGYHFCG
————————— FAVAFAAPTDDEDDKIVGGYECRKNSASYQASLQSGYHFCG
MNPLLILTFVAAALAAPFDDDD-KIVGGYNCEENSVPYQVSLNSGYHFCG
MNLLLILTFVAAAVAAPFDDDD-KIVGGYICEENSVPYQVSLNSGYHFCG
MNPLLILAFLGAAVATPTDDDD-KIVGGYTCEENSVPYQVSLNAGYHFCG
MRALLFLALVGAAVAFPVDDDD-KIVGGYTCQENSVPYQVSLNSGYHFCG
MSTLLFLALVGAAVAFPVDDDD-KIVGGYTCRENSVPYQVSLNSGYHFCG
MSALLILALVGAAVAFPVDDDD-KIVGGYTCRESSVPYQVSLNAGYHFCG
MSALLILALVGAAVAFPLEDDD-KIVGGYTCPEHSVPYQVSLNSGYHFCG
---FIFLALLGAAVAFPVDDDD-KIVGGYTCGANTVPYQVSLNSGYHFCG
MKTFIFLALLGATVAFPIDDDD-KIVGGYTCSRNSVPYQVSLNSGYHFCG
--------------- FPTDDDD-KIVGGYTCAANSIPYQVSLNSGSHFCG
MEKALIFLAFLGAAVALPLDDDDDKIVGGYTCQKNSLPYQVSLNAGYHFCG
MEKFLVILVLLGAAVAF - - - EDDDKIVGGFTCAKNAVPYQVSLNAGYHFGG
MEFLLLCVLLGAAAAF - - -DDD-KIIGGATCAKSSVPYIVSLNSGYHFCG

* . kk * LJEE . ok kk ok

; C58 K60 Ca** b.loop
GSLVNENWVVSAARHCYKS - -R-EVRLGEHNIKVTEGSEQFISSSRVIRHP
GSLVNENWVVSARHCYQS - -RVEVRLGEHNIQVTEGSEQFISSSRVIRHP
GSLVNENWVVSARHCYKS - - RVEVRLGEHNIKVTEGSEQFISSSRVIRHP
GSLVNENWVVSARHCYKS - - RVVVRLGEHNIRANEGTEQFISSSRVIRHP
- SLVNENWVVSARHCYKS - - RVEVRMGEHHIRVTEGKEQFISSSRVIRHP
GSLVNENWVVSARHCYKS - -RVEVRMGEHHTKINEGTEQFISSERVIRHP
GSLVNENWVVSARHCYKS--RVEVRIGEHNLRVYEETEQFISSSRVIRHP
GSLVNENWVVSAAHCYKS - - RVEVRMGEHKIRVNEGTEQFVSSSRVIRHP
GSLVNEDWVVSAAHCYKS - -RIQVRLGEHHIRVNEGTEQIISSSRVIRHP
GSLVSKDWVVSARHCYKS - -VLRVRLGEHHIRVNEGTEQYISSSSVIRHP
GSLVSKDWVVSAARHCYKS - -VLRVRLGEHHIRVNEGTEQFISSSSVIRHP
GSLVSDSWVVSAAHCYKS - -RVEVRMGEHHIGMTEGNEQFIDSSRVIRHP
GSLVNENWVVSARHCYKS - -RVEVELGEHHIGONENTEQFIDSSEVIRHFP
GSLVSEYWVVSAARHCYKS- -RVEVRLGEHNIVINEGTEQFITSEKVIRNP
GSLVNENWVVSAAHCYKSPSRLEVRELGEHHIGLNEGTEQFIGASHVIRNP
GSLINQNWVVSAAHCYQS- -RIEVRLGEHNIQINEGTEQFISSSRVIRHP
GSLISSTWAVSAARHCYQS- - SIQLRLGEHNIAVNEGTEQFISSSRVIRHQ
GSLISSTWAVSARHCYQS- - SIQLRLGEHNIAVNEGTEQFISSSRVIRHQ
GSLISSTWVVSARHCYKS--RIQVRLGEHNIAVNEGTEQFIDSVKVIMHP
GSLINEQWVVSAGHCYKS--RIQVRELGEHNIEVLEGNEQFINAAKIIRHP
GSLISEQWVVSAGHCYKS--RIQVELGEHNIEVLEGNEQFINAAKIIRHP
GSLISDQWVVSAAHCYKS--RIQVRLGEYNIDVLEGNEQFINSAKVIRHP
GSLINDQWVVSAAHCYKS- -RIQVRLGEHNINVLEGNEQFVNAAKI IKHP
GSLINDQWVVSAARHCYKS--RIQVRLGEHNINVLEGNEQFIDAANI IKHP
GSLINDQWVVSAARHCYKY - -RIQVRLGEHNINVLEGNEQFVDSAKI IRHP
GSLINDOWVVSARHCYKS - -RIQVELGEHNINVLEGDEQFINAAKTI TKHFP
GSLINSQWVVSARHEYKS - -GIQVRLGEDNINVVEGNEQFISASKSIVHP
GSLINSQWVVSARHCYKS--RIQVRELGEYNIAVSEGGEQFINAAKIIRHP
GSLINSQWVVSARHCYKS--RIQVRLGEHNIDVLEGNEQFINAAKIITHP
GSLINSQWVVSARHCYES--RIQVELGEHNIDVVEGGEQFIDAAKTI TRHFP
- SLINSQWVVSAAHCYKS - -RIQVRLGEHNIALNEGTEQF IDSQKVIKHP
GSLITNQWVVSAAHCYKA--SIQVRLGEHNIALSEGTEQFISSSKVIRHS

kk . b kEkEk Kkhkk . T * *k . . *
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Q8AV1lOncorhynchus keta
P35032S8almo_SalarIT
P35031Salmo salarl
Q91515Fugu_rubripes
Q92099Paranotothenia magellani
Q9W7Q7Paralichthys_olivaceus
Q9W7Q6Paralichthys olivaceusII
093266Pleuronectes_americanus
Q6RI79Tautogolabrus_adspersus
P16049Gadus_morhual
Q91041Gadus_morhuall
Q98TG9Engraulis japonicusII
Q98THOEngraulis japonicusI
Q78X90Brachydanio_rerio
08QGW3Anguilla_japonica
Q7T1R8Pangasius_hypophthalmus
Q6R6700reochromis_aureus
Q6R6710reochromis niloticus
P35033Salmo salarIII
P07477Homo_sapiensI
P07478Homo_sapiensII
P06872Canis_familiarisII
P00763Rattus_norvegicusII
Q792Z1Mus_musculuslI
P07146Mus_musculusII
P00762Rattus_norvegicusI
P00760Bos_taurusI
P06871Canis_familiarisI
P00761Sus_scrofal
P08426Rattus norvegicusIII
P7005%9Xenopus_laevisII
P19799Xenopus_laevisI

Q8AV1lOncorhynchus_keta
P350328almo_SalarIIl
P35031Salmo salarl
Q91515Fugu_rubripes
Q92099Paranotothenia magellani
Q9W7Q7Paralichthys olivaceus
Q9W7Q6Paralichthys olivaceusII
093266Pleurcnectes_americanus
Q6RI79Tautogolabrus_adspersus
P16049Gadus_morhual
Q91041Gadus_morhuall
Q98TG9Engraulis japonicusII
Q98THOEngraulis japonicusI
Q78X90Brachydanio_rerio
08QGW3Anguilla japonica
Q7T1R8Pangasius_hypophthalmus
Q6R6700reochromis_aureus
Q6R6710reochromis_niloticus
P35033Salmo_salarIII
P07477Homo_sapiensI
P07478Homo_sapiensII
P06872Canis_familiarisII
P00763Rattus_norvegicusII
Q792Z1Mus_musculusI
P07146Mus_musculusII
P00762Rattus_norvegicuslI
P00760Bos_taurusI

P06871Canis familiarisI
P00761Sus_scrofal
P08426Rattus_norvegicusIII
P70059Xenopus laevisII
P19799Xencpus_laevisI

R117 c1z28 Cl3e
NYSSYNIDNDIMLIKLSKPATLNTYVQPVALPSSCAPAGTMCTVSGWGNT
NYSSYNIDNDIMLIKLSKPATLNTYVQPVALPTSCAPAGTMCTVSGWGNT
NYSSYNIDNDIMLIKLSKPATLNTYVQPVALPTSCAPAGTMCTVSGWGNT
NYSSYNIDNDIMLIKLSKPATLNQYVQPVALPSSCAAAGTMCKVSGWGNT
NYSSYNIDNDIMLIKLSKPATLNQYVQAVALPSSCAPAGTMCTVSGWGST
NYSSYNINNDIMLIKLREPATLNQYVQPVALPTSCAPAGTMCTVSGWGNT
NYSSYNINNDIMLIKLSEPATLNQYVQPVALPTSCAPAGTMCTVSGWGDT
NYDSWNIDNDIMLIKLSKPATLNQYVKTVALPSSCAPAGTMCKVSGWGNT
RYSSYNIDNDIMLIKLSQSATLNQYVKTVALPTSCAPAGTMCKVAGWGNT
NYSSYNINNDIMLIKLTKPATLNQYVHAVALPTECAADATMCTVSGWGNT
NYSSYNIDNDIMLIKLTEPATLNQYVHAVALPTECAADATMCTVSGWGNT
QYDSYNIDNDIMLIKLSKPATLNQYVQTVALPSSCAPAGTMCLVSGWGNT
QYSSYNIDNDVMLIKLSTPATLNQYVQPVALPSRCASAGTMCLVAGWGNT
NYDSWDLDSDIMLIKLSKPATLNKYVQPVALPNGCAADGTMCRVSGWGNT
NYNSWDLDSDIMLIKLSKPATLNSYVQPVALPTRCAPAGTMCRVTGWGNT
NYNSWTIDNDIMLIKLSQSASVNNYVQPVALPSSCPPAGTWCIVSGWGNT
SYNSYTLDNDIMLIKLSQPATLNSYVKTVSLPSGCAGAGTSCLISGWGNT
SYNSYTLDNDIMLIKLSQPATLNSYVKTVSLPSGCAGAGTSCLISGWGNT
SYNSENLDNDIMLIKLSKPASLNSYVSTVALPSSCASSGTRCLVSGWGNL
QYDRKTLNNDIMLIKLSSRAVINARVSTISLPTAPPATGTKCLISGWGNT
KYNSRTLDNDILLIKLSSPAVINSRVSAISLPTAPPAAGTESLISGWGNT
NYNSWILDNDIMLIKLSSPAVLNARVATISLPRACAAPGTQCLISGWGNT
NFDRKTLNNDIMLIKLSSPVKLNARVATVALPSSCAPAGTQCLISGWGNT
KFKKKTLDNDIMLIKLSSPVTLNARVATVALPSSCAAAGTQCLISGWGNT
NYNSWTLDNDIMLIKLASPVILNARVASVPLPSSCAPAGTQCLISGWGNT
NYSSWTLNNDIMLIKLSSPVKLNARVAPVALPSACAPAGTQCLISGWGNT
SYNSNTLNNDIMLIKLKSAASLNSRVASISLPTSCASAGTQCLISGWGNT
RYNANTIDNDIMLIKLSSPATLNSRVSAIALPKSCPAAGTQCLISGWGNT
NFNGNTLDNDIMLIKLSSPATLNSRVATVSLPRSCAAAGTECLISGWGNT
SYNANTFDNDIMLIKLNSPATLNSRVSTVSLPRSCGSSGTKCLVSGWGNT
NYNSRNLDNDIMLIKLSTTARLSANIQSVPLPSACASAGTNCLISGWGNT
GYNSYTLDNDIMLIKLSSPASLNAAVNTVPLPSGCSAAGTSCLISGWGNT

PR s KE ¥ s e kF R

K145 K154 C157 C168 c182
MSSTADK-NKLQCLNIPILSYSDCNNSYPGMITNAMFCAGYLEGGKDSCQ
MSSTADK-NKLQCLNIPILSYSDCNNSYPGMITNAMFCAGYLEGGKDSCQ
MSSTADS - NKLQELNIPILSYSDENNSYPGMITNAMFCAGYLEGGKDSEQ
MSSTADR-NKLQCLNIPILSDRDCENSYPGMITDAMFCAGYLEGGKDSCQ
QSSSADG-NKLQCLNIPILSDRDCDNSYPGMITDAMFCAGYLQGGKDSCQ
MSSTANR - DMLQCLDLPILSDRDCENSYPGMITPAMFCAGYLEGGKDSCO
MSSTDS- - SRLQCLDLPILSERDCENSYPGMITNAMFCAGYLEGGKDSCO
MSSADNG-DLLQCLDIPILSFSDCNNAYPGMITDSMFCAGYLEGGKDSCQ
MSSSADG-DKLQCLNIPILSERDCDNSYPGMITDAMFCAGYLEGGKDSCOQ
MSSVADG-DKLQCLSLPILSHADCANSYPGMITQSMFCAGYLEGGKDSCQ
MSSVDDG-DKLQCLNLPILSHADCANSYPGMITQSMFCAGYLEGGKDSCQ
MS-NVSG-DKLQCLQIPILSDRDCKNSYPGMITESMFCAGYLEGGKDSCQ
MS-NVSG-DKLQCLQIPILSDRDCDNSYPGMITDAMFCAGYLEGGKDSCQ
MSSTADS - NKLQCLEIPILSDRDCNNSYPGMVTDTMFCAGYLEGGKDSCO
MNPAVSG-DKLQCLEIPILSESDCSNSYPGMITSTMFCAGYLEGGKDSCO
MSSTADR-NKLQCVEVPILSDEDCNNSYPGMITKAMFCAGFLEGGKDSCQ
STSGESNYPDRLMCLNAPILSDTDCRNSYPGEITNNMFCAGFLEGGKDSCQ
STSGSNYPDRLMCLNAPILSDTDCRNSYPGEITNNMFCAGFLEGGKDSCQ
SGSSSNYPDTLRCLDLPILSSSSCNSAYPGQITSNMFCAGFMEGGKDSCQ
ASSGADYPDELQCLDAPVLSQAKCEASYPGKITSNMFCVGFLEGGKDSCO
LSSGADYPDELQCLDAPVLSQAECEASYPGKITNNMFCVGFLEGGKDSCQ
LSSGTNYPELLQCLDAPILTQAQCEASYPGQITENMICAGFLEGGKDSCQ
LSSGVNEPDLLQCLDAPLLPQADCEASYPGKITDNMVCVGFLEGGKDSCQ
LSSGVNNPDLLQCLDAPLLPQADCEASYPGKITKNMICVGFLEGGKDSCQ
LSNGVNNPDLLQCVDAPVLPQADCEASYPGDITNNMICVGFLEGGKDSCQ
LSNGVNNPDLLQCVDAPVLSQADCEARYPGEITSSMICVGFLEGGKDSCQ
KSSGTSYPDVLKELKAPILSDSSCKSAYPGQITSNMFCAGYLEGGKDSEO
QSIGQONYPDVLQCLKAPILSDSVCRNAYPGQISSNMMCLGYMEGGKDSCQ
KSSGSSYPSLLQCLKAPVLSDSSCKSSYPGQITGNMICVGFLEGGKDSCQ
LSSGTNYPSLLQCLDAPVLSDSSCKSSYPGKITSNMFCLGFLEGGKDSCQ
LSSGTNYPDLLOCLNAPILTDSQCSNSYPGEITKNMFCAGFLAGGKDSCQ

LSNGSNYPDLLQCLNAPILTNAQCNSAYPGEITANMICVGYMEGGKDSCQ
* k. ka.k * akkk * ok k.. kkkkkhkwk

Papaleo et al.
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c201 Cc220 c232
Q8AV1lOncorhynchus_keta GDSGGPVVCNGELQGVVSWGYGCAEPGNPGVYAKVCIFNDWLTSTMATY - 221
P350328almo SalarII GDSGGPVVCNGELQGVVSWGYGCAEPGNPGVYAKVCIFNDWLTSTMATY- 231
P35031Salmo salarl GDSGGPVVCNGELQGVVSWGYGCAEPGNPGVYAKVCIFNDWLTSTMASY - 242
Q91515Fugu_rubripes GDSGGPVVCNNELQGVVSWGYGCAERDHPGVYAKVCLFNDWLESTMASY- 237
Q92099Paranotothenia magellani GDSGGPVVCNGELQGVVSWGYGCAERDHPGVYAKVCLN-DWLETSMANY - 240
Qo9W7Q7Paralichthys olivaceus GDSGGPVVCNGELQGVVSWGYGCAERDHPGVYARVCIFIDWLETTMASY - 242
Q9W7Q6Paralichthys olivaceusII GDSGGPVVCNGQLOGVVSWGYGCAQRDHPGVYAKVCIFIDWLERTMSSY- 238
093266Pleurcnectes_americanus GDSGGPVICNGELQGVVSWGYGCAERGNPGVYAKVCLFNDWLESTMASY - 242
Q6RI79Tautogolabrus_adspersus GDSGGPVVCNGQLOGVVSWGYGCAERDHPGVYAKVCLFNDWLESTMASN- 242
P16049Gadus_morhual GDSGGPVVCNGVLQGVVSWGYGCAERDHPGVYAKVCVLSGWVRDTMANY - 241
Q91041Gadus_morhualIl GDSGGPVVCNGVLQGVVSWGYGCAERDNPGVYAKVCVLSGWVRDTMASY - 241
Q98TGY9Engraulis_japonicusII GDSGGPVVCNGELQGIVSWGYGCAERDHPGVYAKVCLFNDWIDSTMAQYN 241
Q98THOEngraulis japonicusI GDSGGPVVCNGELQGVVSWGYGCAERDHPGVYAKVCIFTDWLOSTMASN- 240
Q78X90Brachydanio_ rerio GDSGGPVVCNGELHGIVSWGYGCAEKNHPGVYGKVCMFSQWIADTMRNN- 242
08QGW3Anguilla_ japonica GDSGGPVVCNGELQGVVSWGYGCAEQNHPGVYPKVCMFSDWLRTTMAST - 244
Q7T1R8Pangasius_hypophthalmus GDSGGPVVCNGELQGIVSWGYGCAEKNHPGVYTKVCIFTDWIAQTIASN- 242
Q6R6700reochromis_aureus GDSGGPVVCNGQLOGIVSWGYGCAQRNRPGVYTKVCNYNSWISNTMANN- 245
Q6R6710reochromis_niloticus GDSGGPVVCNGQLOGIVSWGYGCAQRDRPGVY TKVCNYNSWISNTMANN- 245
P35033Salmo _salarIII GDSGGPVVCNGQLOGVVSWGYGCAQRNKPGVYTKVCNYRSWISSTMSSN- 238
P07477Homo_sapiensI GDSGGPVVCNGQLOGVVSWGDGCAQKNKPGVYTKVYNYVEKWIKNTIAANS 247
P07478Homo_sapiensII GDSGGPVVSNGELQGIVSWGYGCRAQKNRPGVYTEVYNYVDWIKDTIAANS 247
P06872Canis familiarisII GDSGGPVVCNGELQGIVSWGYGCRAQKNKPGVYTEKVCNFVDWIQSTIAANS 247
P00763Rattus_norvegicusII GDSGGPVVCNGELQGIVSWGYGCALPDNPGVYTKVCNYVDWIQDTIAAN- 246
Q792Z1Mus_musculusI GDSGGPVVCNGQLOGIVSWGYGCAQKDNPGVYTKVCNYVDWIQONTIAAN- 246
P07146Mus_musculusII GDSGGPVVCNGELQGIVSWGYGCAQPDAPGVYTKVCNYVDWIQNTIADN- 246
P00762Rattus_norvegicuslI GDSGGPVVCNGQLOGIVSWGYGCALPDNPGVYTKVCNFVGWIQDTIAAN- 246
P00760Bos_taurusI GDSGGPVVESGKLOGIVSWGSGCAQKNKPGVYTKVENYVSWIKQTIASN- 243
P06871Canis_familiarisI GDSGGPVVCNGELQGVVSWGAGCAQKGKPGVSPKVCKYVSWIQQTIAAN- 246
P00761Sus_scrofal GDSGGPVVCNGQLQGIVSWGYGCAQKNKPGVYTKVCNYVNWIQQTIAAN- 231
P08426Rattus norvegicusIII GDSGGPVVCNGQLOGVVSWGYGCAQKGKPGVYTKVCNYVNWIQQTVAAN- 247
P70059Xencpus_laevisII GDSGGPVVCNGQLOGVVSWGYGCAQRNYPGVYTKVCNFVIWIQSTISSN- 243
P19799Xenopus_laevisI GDSGGPVVCNGQLOGVVSWGYGCAMRNYPGVYTKVCNYNAWIQNTIAAN- 243

*kkkkkkk. = k-k.kkkk *x*k

Figure 1. Multiple sequence alignment of mammalian and fish trypsins. Sequences of mammalian and fish trypsins are indicated
with their SwissProt code. The identical (*) and similar residues (: or.) are highlighted. The calcium-binding loop, the conserved
cysteine residues, and the putative autolytic sites are highlighted in gray and boldfaced.

Molecular Dynamics. ST and BT were chosen as subscript), where X runs from 1 to the number of MD
representative structures for fish and mammalian trypsins, simulations carried out for a particular system.
respectively, since they have been thoroughly characterized The rmsd value calculated for the main-chain atoms of
experimentally:36Multiple 6 ns MD simulations of calcium- ST and BT (Figure 3) reached a stable value after about 1.5
bound (holoBT) and calcium-free (apoBT) bovine trypsins, ns in all simulations, with the exception of apofk and
as well as calcium-bound (holoST) and calcium-free (apoST) holoSTsimi;, Which reach convergence after 2.7 ns. As a
atlantic salmon trypsins, were carried out at both 283 and consequence, the analyses of MD trajectories have been
310 K, as outlined in the Methods. The choice of two carried out using only the last 4.5 or 3.3 ns.
different temperatures was motivated by the observation that The interatomic distance between the atoms of the
BT and ST belong to mesophilic and psycrophilic organisms, coordinating residues (70, 72, 75, 77, and 80) anti Cas
respectively. However, results related to the effects fCa well as the protein gyration radius and total and potential
on the structure and dynamic properties discussed in theenergies of the system, are characterized by negligible
present contribution are essentially independent from the fluctuations throughout the simulations, indicating stable
chosen temperature values (not shown). Therefore, onlytrajectories (data not shown).
results for MD runs obtained at 310 K will be presented and The removal of C& did not significantly affect the
discussed. secondary structure content in BT and ST, possibly because

Several criteria have been used to evaluate convergencef the presence of six disulfide bridges that stabilize the
of the MD runs. Indeed, it is well-known that multiple N-terminal (C42-C58) and C-terminal domains (C128
trajectories help to identify recurring features and to avoid C232, C136-C201, C168-C182, and C191C220) and
artifacts arising from the simulation proceddfd herefore, cross-link the N- and the C-terminal domains (€22157).
to efficiently sample the conformational space, two or three However, it was generally possible to observe a slight
independent MD simulations were carried out starting from reduction of the average number of residues characterized
the same atomic coordinates but using different initial by regular secondary structure in trajectories of the apo forms
velocities randomly taken from a Maxwellian distribution (Table 1). Since the N-terminal domain presents a fewer
compatible with the simulation temperature. In the following, number of disulfide bridges, the secondary structure content
MD trajectories collected for the same system but character-was also evaluated separately for the two domains. The
ized by different initial velocities are labeled as simX (as a behavior of C- and N-terminal domains is similar, the only
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Figure 3. rmsd of main-chain atoms as a function of time.
(a) rmsd as a function of time of BT at 310 K for the holo
(black line) and apo forms (gray line). (b) rmsd as a function
of time of ST at 310 K for the holo (black line) and apo forms
(gray line). For the sake of clarity, only values relative to the
simulation sim1 are shown.

multiple trajectories, obtained by different Maxwellian
distributions of initial velocities, have been merged and
analyzed. In particular, the data from rmsd matrices, obtained

Figure 2. 3D structure of BT trypsin. (a) The calcium ion and as outlined in the Methods, were used to carry out a cluster
the loop regions which surround the calcium-binding loop are analysis and obtain further insight in the configurations
shown in gray and light gray, respectively. (b) The calcium visited by the system. Only one cluster has been identified
ion, the six conserved disulfide bridges, and the putative in the MD trajectories for the holo forms, indicating that
autolysis sites are shown as gray spheres, light gray sticks, simulations initialized with different Maxwellian distributions

and light gray sticks and dots, respectively. The secondary

! converge to similar conformational basins. On the other hand,
structure elements are shown as ribbons.

all the MD trajectories for the apo forms presented two
different clusters, indicating a greater conformational freedom
appreciable difference being that the N-terminal domain in of calcium-free structures. However, when the secondary
the apo forms is generally characterized by a lower number structure content of the average structures obtained from the
of residues ing-strand conformations (not shown). cluster analysis (see Method) was analyzed, the only ap-
The evaluation of conformational sampling in MD trajec- preciable difference observed comparing the apo and holo
tories is crucial to avoid a misleading interpretation of MD forms was a greater disorder for thg{ and N3-5 strands
simulations**45 A simple but efficient index of sampling is  in the apo forms, in agreement with the above observations
the extension of resampling in the phase space. The systemabout the secondary structure content of the N-terminal
revisiting similar structures is a good indication of the domain. The average 3D structures obtained from the
convergence of the simulation on structures that representconformational clustering were analyzed also to evaluate the
the conformational properties of the system. Therefore, structural features of some key regions of the protein: the
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Table 1. Average Number of Residues in a Given Secondary Structure of BT and ST at 310 K in the Holo and Apo Forms,
According to the DSSP Software*! 2

BT ST
holosim1 apO0sim1 holosim2 apO0sim2 holosim1 apO0sim1 holosim2 apO0sim2
structure 121.9 (5.7) 120.8 (5.2) 118.2 (5.3) 117.2 (5.3) 125.8 (5.5) 118.1 (5.2) 118.0 (5.9) 114.2 (7.0)
coil 58.6 (3.3) 58.8 (3.5) 60.9 (3.4) 60.0 (3.4) 55.6 (3.1) 61.3 (3.3) 61.0 (3.6) 63.1(4.1)
B sheet 71.4 (3.3) 70.5 (3.4) 69.4 (3.7) 69.6 (3.6) 70.0 (3.2) 70.8 (3.4) 68.2 (3.3) 65.3 (4.1)
B bridge 6.6 (2.3) 5.0 (1.8) 5.0 (1.9) 7.2(2.3) 6.4 (1.9) 4.8 (1.9) 6.2 (1.7) 6.2 (2.2)
bend 38.9 (4.1) 38.5(3.8) 41.8 (3.8) 38.3 (4.1) 38.7 (4.4) 40.3 (4.2) 38.1 (4.4) 40.9 (4.8)
turn 26.1(3.7) 26.2 (4.0) 25.4 (3.7) 26.5 (3.6) 30.1 (4.2) 23.0 (4.0) 27.1(4.7) 24.9 (4.6)
helix 17.8 (2.0) 18.0 (2.1) 16.4 (1.5) 16.9 (1.5) 19.2 (1.7) 20.4 (1.2) 16.3 (1.3) 17.7(1.9)
310 helix 3.6 (3.7) 3.9 (4.1) 5.2(2.2) 45 (2.4) 1.9 (4.2) 2.4 (4.0) 4.8 (2.6) 3.8(2.9)
a For the sake of clarity, only values relative to the simulations sim1 and sim2 are shown. Standard deviations are given in parentheses.
catalytic triad (H57, D102, and S195), the specificity pocket (@) RMSF BT 310K
(D189, G216, and V226), and the hydrophobic pair+73 04— . . - —
W141. The structural properties of the catalytic triad and of 035 .
the specificity pocket are always very similar in the apo and 03 .
holo forms. The same holds true for the hydrophobic pair 025 \ 1
173—W141, which, according to experimental d&f@might oz ‘ 1
be implicated in the transmission of the structural modifica- 0.5 {'f J ‘ )‘ i ‘ i
tions observed upon calcium removal. In fact, the interatomic & o[ {| / \ W ¢ n \, Wi
distances between the C atoms of 173 and W141 are nearly  oosj M f VWY YT
constant during all MD simulations. This indicates that no of .
relevant changes in the interaction between W141 and 173 005 .
take place upon calcium removal. 01 .
The rmsd per residue from the average structure (rmsf) 015 .
was calculated to better evaluate the role of'Gan protein ol
flexibility (Figure 4)27 The overall profiles of the rmsf Residue

deviations are quite similar for the apo and holo forms, as (b)
well as for ST and BT: the rmsf peaks are located in
corresponding positions, whereas the intensity of the fluctua-
tions is generally larger in the apo-form simulations. Regions
characterized by a regular secondary structure show small
fluctuations during the simulations, whereas pronounced
fluctuations are observed for some loop regions.

To better highlight regions characterized by different
flexibility in the apo and holo forms, the rmsf profile for
each holo simulation was subtracted from the corresponding™
profile obtained for the apo form (rmsf-diff; Figure 4); values ’
of rmsf-diff lower than zero indicate regions where the
fluctuations are larger for the apo form. All proteins present
a larger number of residues with rmsf-diff values lower than
zero, confirming the previous observations indicating a larger |
flexibility for the apo forms. In particular, BT and ST show - 50 100 150 200
127 and 135 residues (out of 223 and 222 total residues), Residue
respectively, with an rmsf-diff value lower than zero. BT Figure 4. rmsfand rmsf-diff as a function of residue numbers.
and ST trajectories are characterized by similar rmsf-diff (a) rmsf values of each residue of the holo (black line) and
profiles, and most importantly, the lack of €ehas effects ~ apo forms (gray line) of BT at 310 K. (b) rmsf values of each
not 0n|y on the N-terminal domain, where the calcium- residue of the holo (blaCk “ne) and apo forms (gray ”ne) of
binding site is localized, but also on the C-terminal domain. ST &t 310 K. The rmsf-diff is indicated by a thick black line.

Protein portions characterized by rmsf-diff values lower particular the region 2328), and part of the interdomain
than—0.05 nm (greater flexibility in the apo form) or higher loop, between -6 and (B-1 (in particular, the regions 93
than 0.05 nm (greater flexibility in the holo form) have been 103 and 116-119) (Figure 5). Notably, all the latter regions
highlighted on the average three-dimensional structures ofsurround the calcium-binding loop. Fluctuation intensity
BT (Figure 5). In the N-terminal domain, the regions changes significantly in three regions of the C-terminal
characterized by enhanced fluctuations in the apo forms aredomain upon C& removal (Figure 5): residue 141 in ST
the calcium-binding loop between N4 and N3-5 (in and the pair of interacting loops betweefi-@ and @-4 (in
particular, the region 7280), the loop at the N end (in  particular, the region 184191) and between/&5 and (3-6

o2l | . | .
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Table 2. rmsf Values for R117 and K1882

(// =484-191
d ' R117 K188
N\ holo BT merged sim 0.101 0.064
222-227\ 20eg = holo BTsim1 0.083 0.053
i . holo BTsimz (first hatf) 0.057 0.048
holo BTsiml (second half) 0.090 0.053
holo BTsim2 0.117 0.069
holo BTsimz iirst hatf) 0.126 0.070
holo BTsimZ (second half) 0.055 0.063
holo BTsims 0.075 0.059
holo BTsimg (first half) 0.094 0.061
holo BTsim3 (second half) 0.069 0.055
apo BTmerged sim 0.130 0.115
apo BTsim1 0.154 0.107
| apo BTsima (st hatf) 0.148 0.080
‘= 0-119 apo BTsim1 (second half) 0.123 0.090
apo BTsimz 0.107 0.112
apo BTsima (first half) 0.096 0.090
apo BTsimZ (second half) 0.144 0.089
holo STmerged sim 0.099
. . . _ holo ST 0.088
Figure 5. Regions characterized by greater fluctuation in the 010> Tsim1
. . . . holo STsiml(first half) 0.102
apo-trypsin structure. The calcium ion and the regions
. . . holo STsim1 (second half) 0.071
characterized by rmsf values greater in apo BT than those in
L . . . holo STsim2 0.065
holo BT are indicated in gray and light gray, respectively. The
. holo STsimz (first hatf) 0.064
secondary structure elements are shown as ribbons. The holo ST 0.071
catalytic triad (S195, H57, and D102) and the specificity a0 ST sm? (second hal) 0.005
pocket amino acids (G216, G206, and D189) are shown as PO =" merged sim '
sticks and dots 2P0 STeimt 0.051
’ apo STsimz (first half) 0.050
. . . apo STs; 0.051
(in particular, the region 222227). The two latter loops are ago STs'ml (second hai) 0.003
located in proximity of the substrate specificity pocket. apo STST"‘Z (st 0.089
. sim; Irst nal .
Therefore, the removal of €a not only increases the apO STemz (sscond hay 0.096

flexibility of regions around its binding site in the N-terminal =Th - - — _

. . . e rmsf values for the merged trajectories are highlighted in
domain but also leads to channeling of the fluctuations to poig. To evaluate the reliability of the rmsf analysis, single trajectrories
remote sites in the C-terminal domain. In particular, the have also been split and rmsf values have been computed for every
analysis of the rmsf data in light of the three-dimensional trajectory portion. Values in nm. R177 values for ST are not reported
structure of BT and ST suggests that the channeling could because this amino acid is not conserved in fish trypsins.
involve the interdomain loop, which is a long disordered  As for other putative autoproteolysis sites, only ST K23,
region that connects the two protein domains. ST K74 (in the calcium-binding loop), BT K222, and BT

The loop between 81 and N3-2, where the primary K224 are localized in regions characterized by relevant rmsf
autolysis site K60 is located, is the only region surrounding differences between the apo and holo forms.
the calcium-binding loop whose flexibility is not influenced Since the susceptibility to autoproteolysis has been pro-
by calcium removal, as a result of the presence of a disulfide posed to be related to both flexibiliand solvent acces-
bridge (C42-C58) that locally constrains the structure. The sibility of the autolysis site®) the solvent-accessible area
behavior of the autolysis loop, where BT K145 and ST K154 of putative autolysis sites has been monitored during MD
are located, can be explained by similar considerations. Insimulations. The analysis of trajectories of the holo forms
fact, three disulfide bridges are located around this region: reveals that some putative autolysis sites located in loop
C22—-C157, C136-C201, and C168C192. Among the regions (ST R62, ST K74, BT K109, ST K110, BT K204,
primary sites of autolysis in BT, R117, which is located in BT K222, BT K224) present large solvent accessibility values
the interdomain loop, and K188 are the only residues when compared to primary autolysis sites (Table 3). In
characterized by significantly larger flexibility in the apo addition, the primary autolysis site BT R117, which is
form. Notably, in ST, R117 is not conserved and the characterized by relatively high flexibility (Figure 4), presents
flexibility of K188 does not increase significantly upon®a  low values of solvent accessibility.
removal. The latter observation is in good agreement with The comparison of solvent accessibility values for primary
the experimental data indicating weak dependence of theautolysis sites in holo and apo simulations (Table 3) reveals
autolysis rate on Ga binding in ST6718 The reliability of that the removal of Cd causes only small effects on some
the rmsf analysis has been validated, splitting the MD putative autolysis sites (K23, R62, R66, K110, and K154),
trajectories (after equilibration) and computing the rmsf whereas all other sites are essentially not affected 5y Ca
values for R117 and K188 separately for every trajectory removal. In particular, solvent accessibility for BT K145 and
portion (Table 2). ST K154 are not significantly different in the apo and holo
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Table 3. Average Solvent Accessibility Degree (%) of
Lysine and Arginine Side Chains for Putative Autolysis
Sites in Holo and Apo BT and ST, According to the
NACCESS Program#2 2

BT ST
holo apo holo apo
K23 --- --- 89.2 (10.0) 74.0 (17.7)
K60 54.9 (8.5) 52.3(8.1) 51.9 (6.9) 46.0 (7.6)
R62 --- --- 71.1 (10.5) 65.4 (7.6)
R66 21.9(9.1) 179 (5.1) 27.2(7.9) 19.0 (7.3)
K74 --- --- 72.9 (5.8) 73.8(6.1)
K87 64.2 (9.7) 63.0 (9.3) 63.0 (12.7) 61.3(7.9)
R90 --- --- 38.1(7.7) 39.0 (6.1)
K107 26.5 (7.0) 27.5(7.9) 31.8(6.9) 26.7 (4.6)
K109 66.4 (6.2) 69.6 (6.5) --- ---
K110 - --- 81.0 (8.6) 72.3(10.8)
R117  20.3 (14.6) 14.7 (6.0) --- ---
K145  63.4(6.1) 63.2 (5.8) - ---
K154 - --- 43.9 (6.1) 38.8(7.2)
K156 26.6 (3.8) 25.8 (3.8) --- ---
K159 51.6 (5.8) 54.2 (5.7) ---
K169  48.8(8.3) 52.0 (11.3) - ---
K188  40.5(8.7) 51.5(10.3) 45.0(7.7) 52.2 (9.5)
K204 56.0 (7.7) 55.4 (8.1) --- ---
K222 82.2 (7.8) 81.6 (8.2) ---
K224  40.1(7.5) 37.1(7.6) - ---
K230 9.6 (3.0) 15.8 (7.5) 16.1 (6.0) 16.8 (4.9)
K239 72.0 (8.2) 70.8 (8.3) --- ---
a Standard deviations are given in parentheses. The primary
autolysis sites are highlighted in bold, and - - - indicates that, in the

corresponding position, lysine or arginine residues are missing.

Table 4. Average Solvent Accessibility Degree of Side
Chains of W141 and Hydrophobic Core Residues (%) of
BT and ST at 310 K in the Holo and Apo Forms, According
to the NACCESS Program?

BT ST
holo apo holo apo
w141 2.2(1.3) 1.7(1.3) 1.0 (0.9) 1.4 (1.0)
47 3.0 (2.6) 2.2(2.2) 2.5(3.0) 2.1(2.1)
238 2.3(2.7) 1.0(1.8) 0.6 (1.0) 0.2 (0.4)
242 25.7 (6.3) 28.0 (5.8) 9.5 (4.4) 14.2 (3.8)
63 4.9 (3.9) 4.3 (3.5) 1.9@1.7) 0.04 (0.2)
85 0.7 (1.8) 0.3(1.3) 0.5(1.1) 0.7 (2.0)
88 4.2 (6.7) 2.4 (4.4) 2.0(2.7) 2.7 (4.1)
138 0.2 (0.5) 0.1(0.2) 0.5(0.7) 0.4 (0.9)
160 0.1 (0.5) 0.5 (1.3) 1.2(1.4) 0.2 (0.3)
183 0.2 (0.4) 0.1(0.3) 0.1(0.3) 0.03 (0.2)

a Standard deviations are given in parentheses.

forms. This may be due to the presence of two stable ion
pairs (K154-D151 and H71E21, in ST) in their proximity.

On the other hand, relevant differences in solvent acces-
sibility are evident for BT R117 and K188 when comparing
apo and holo trajectories.

Experimental dafa'® indicate that trypsin assumes a more
compact structure upon calcium coordination. In particular,
the environment of W141 is affected by metal binding.
Analyses of MD trajectories indicate that the solvent acces-
sibility degree for W141 and amino acids forming the three
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trypsin core regiorf§ (47, 238, 242; 63, 85, 88; 138, 160,
183) remains nearly unchanged upon calcium removal (Table
4). The only significant difference is observed for residue
242 (lle in BT and Met in ST), which is more solvent-
exposed and, consequently, less involved in hydrophobic
interactions in the apo forms.

Conclusions

The present investigation has probed some effects &f Ca
binding to trypsins, correlating conformational and dynamic
properties to relevant functional features of the protein.

Several putative autoproteolytic sites (lysine and arginine
residues) are present in ST and BT, and some of the sites
are characterized by suitable features for proteolytic cleavage
in terms of location in the loop regions, lack of ion pairs or
disulfide bridges in their proximity, and solvent accessibility.
Most of the potential trypsin-sensitive sites are located in
the K60-R117 stretch, which does not include disulfide
bridges and which was previously proposed as a built-in
target for autolysig?

The removal of C& affects the structural and dynamic
properties of specific regions of trypsin. The effects caused
by calcium removal on the three-dimensional structure are
more pronounced in the N-terminal, where a decrease in the
number of residues ifi-strand conformations is observed,
than in the C-terminal domain. In fact, the N-terminal domain
presents a low number of disulfide bridges.?Ceemoval
increases the flexibility of regions around its binding site
but also leads to channeling of the fluctuations to sites located
in the C-terminal domain. This observation is in agreement
with other general mechanisms by which the signal induced
by metal binding is transmitted to remote regions in the 3D
structure?s-2° In particular, the long disordered interdomain
loop, which connects the two globular trypsin domains, is
proposed to be involved in the transmission of signals
correlated to CH binding.

It was previously observed that the autoproteolysis rate at
R117 in rat trypsin is strongly decreased upori'Gzinding,
leading to the suggestion that metal binding can stabilize an
autolysis-resistant conformation of the prot&iithe present
results reveal that R117 (in the interdomain loop) and K188
(in the C-terminal domain) are the only primary autolysis
sites which are strongly influenced by €ainding in BT,
disclosing the molecular relationship connecting'Ganding
to autoproteolysis propensity in mammalian trypsins. This
conclusion is in nice agreement with a site-directed muta-
genesis experiment, which indicated that R117 replacement
in rat trypsin leads to proteins almost completely resistant
to autolysist®*>Remarkably, R117 is not conserved in fish
trypsins and the flexibility of K188 is not significantly
affected by C& removal, in agreement with the observed
weak dependence of autolysis propensity od"Ganding
in fish trypsinst®-18
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Abstract: We report a study on the first newly synthesized homonuclear lead ring system, the
cyclotriplumbane PbsRe. Its geometrical features can be best reproduced using perturbation
theory (MP2) together with the Stuttgart-Dresden basis set and ECP for lead. The experimentally
observed tilting of the groups R in the cyclotriplumbanes is attributed to the bonding situation:
the lead—lead contacts, formed from weak interactions of plumbylene lone pairs with empty p
orbitals of neighboring lead atoms, try to maximize overlap. Surprisingly and in contrast to the
inert pair effect, hybridization of the former plumbylene lone pair orbitals in the cyclotriplumbane
PbsRs is observed, depending on the substituent. Hybrid orbitals with a 6s orbital contribution
of only about 40% are found. Hydrogen atoms and methyl groups promote this effect, while for
phenyl substitution the expected 6s lone pair orbital is identified as the bond-forming orbital.

Introduction the first homocyclic compound formed from lead atoths.
The chemistry of the stable heavy elements of the periodic Lead-lead distances of averaged 3.18 A together with a
system is not only influenced by group tendencies but also substituent twisting of 37out of their ideal positions indicate
by increasingly important relativistic effect€One of the that bonding in the three-membered ring is dominated by
main consequences is the energetic lowering of 6s electronsgdonor-acceptor interactions and not by overlapping sp-
(in case of lead) whose availability for chemical bonding is hybridized orbitals. However, the structural parameters of
therefore limited® are only in limited accordance with an early theoretical study
While homonuclear double bonds between silicon, ger- on the parent system EH.!! Despite the sterically unde-
manium, and tin atoms are well-known in the literature for manding hydrogen atoms, a longerH®b distance of 3.231
some timé it has been possible only a few years ago to A and trans-bent angles of Slwere determined. The
isolate the first representative of diplumbenes, compoundsemployment of the outdated HartreEock level of theory,
with a short PE=Pb double bond3However, these bonds a relatively small basis set for the geometry optimizations,
with distances of 2.983.05 A are longer than those of a and the restriction to hydrogen as substituent does not allow
typical Pb-Pb single bond, for instance in hexaphenyl- reliable conclusions.
diplumbane with 2.844 R.In agreement with theoretical

calculations on the parent compoundPd=PbH,’~° the ,{
experimental bond lengths and the pronounced trans-bending R’
of the substituents from the PiPb vector indicate that the SR
double bond in diplumbenes is formed by dual denor Py
acceptor interactions of the occupied® ®sbitals with the / \
empty 6p orbitals of the neighboring lead atom. R%Pb b
Recently, we were able to obtain cyclotriplumbaheas - B\R
R
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We think it is timely to obtain more information on the Table 1. Selected Geometrical Properties of PbsRg and 1
interplay of relativistic effects and substituent influence and with Different Theoretical Methods Respectively from
have therefore embarked on such a study on cyclotriplum- Experimental Results?

bane with different substituents and report herein the results. Pb—Pbbond  trans-bent
structure method length angle
Computational Details PhsHs HF/I 3270 A 49.9°
In the present study all calculations at the HartrEBeck HF/II 3.269 A 50.8°
(HF),*2 density functional theory (DFT, employing the hybrid B3LYPI/ 3.165A 50.9°
functional B3LYP)!31*many-body perturbation theory meth- B3LYP/II 3142 A 51.7°
ods (second-order MglleiPlesset (MP2)516 and coupled- MP2/1 3.132A °0.3°
cluster theory including single, double, and triple excitations MP2/I 3'1402 >L6°
(CCSD(T)}"*°were performed with Gaussian &ogether MPp2/TZ 2972 511
. , 3 : ccsD(M)I 3.161A 51.4°

with Pople’s 6-31G(d)t2 basis set for C and H and the

. ) CCSD(T)/ITZ 3.026 A 51.1°
Stuttgart/Dresden (SDD) basis set and effective core poten- .
. - . Pbs(CHs)s HF/I 3.336 A 445
tials (ECP3*?5 for Pb (denoted as “I"). For comparison, HEN 3.350 A 451
calc.ulations wi‘t‘h"the LANL.ZDZ6 b‘:e\sizi set and pseudopo- B3LYP/I 3.215 A 43.5°
tential for Pb (“II") and a triple¢ (“TZ") base (cc-pVTZ- B3LYP/II 3182 A 42.6°
PP for lead’” and 6-311G(2d,2p¥2° for other atoms) were MP2/I 3.161 A 43.8°
also performed. Both the SDD and the LANL2DZ basis sets MP2/II 3192 A 44.2°
employed for lead are of doublequality, but the former MP2/TZ 2.986 A 44.8°
basis set is generally considered superior over the latterphsPhg HF/I 3.579 A 49.2°
because polarization functions are included. The CCSD(T) B3LYP/I 3.310 A 47.1°
calculations used the relatively small basis set | and the MP2/I 3.216 A 50.2°
triple-¢ (“TZ") base. The nature of all optimized structures Pbs(2,4,6-Me3CeHz)s B3LYP/I 3.364 A 35.0°
was confirmed as minima or transition state by calculating B3LYPII 3.185 A 31.2°

(constrained)
exptl 3.185 A 37°

a Basis set for C and H is 6-31G(d), basis set and ECP for Pb is
I: SDD and II: LANL2DZ.

harmonic frequencies. Population analyses were performed
with NBO®03! as implemented in Gaussian 98 and atoms-
in-molecules investigatioAs®3 with AIM2000%** employing

the MP2 wave function.

) ) set in combination with perturbation and coupled cluster
Results and Discussion theory yields bond lengths that are significantly shorter (about
In a first step, PkRs with R=H, Me, and phenyl were 3.0 A) than all other calculated and experimental data. One
optimized at various levels of theory (see below and Table should therefore use these results with care as weak-lead
1 for details). At the HartreeFock level of theory, PbPb lead interactions are rare and may be overestimated in this
bond lengths are largely overestimated independent of thepasis set. Also, these “TZ” calculations are very sensitive to

employed basis set/ECP for lead, compared to either thethe proper choice of the ECP. For instance use of the SDD
experimental data or coupled-cluster calculations which servegcp gives distances of 3.26 A, much too long.

as reference data for the smaller groups where no experi-
mental data are available. Hartreleock is not a sufficient
level of theory to describe the geometry of cyclotriplum- ; . . .
banes! The general trend is an elongation of the Pinbond ster_lcally more demanding methyl group @4°). Th_ere_|s
) . . ; .. a discrepancy to the experimental value of 3vhich is
distances when increasing the steric demand of the SUbSt't_observed with the much larger 2.4.6:E4H, substituent
uents. DFT calculations with B3LYP differ only slightly from 9 L 2 '

the MP2 results for R= H, but larger substituents result in 33%"3_' opt|m|z|iit|9n (MZZ Its notf :Eastlble) gf Et(ﬁ4€|5 i
a Pb-Pb bond length overestimation: for instance, in ' o3~ 2)s results in a reduction of the trans-bent angles to

hexaphenylcyclotriplumbane, the distances are calculated to_35’ now in excellent agreement with the experiment,

be 0.1 A longer compared to the MP2 data. The latter indicating that a phenyl group i_s by no means an adequate
calculations give the shortest PBb distances for R= Ph  9eometry model for the bulky triethylphenyl substituéft!

(3.216 A) and the best agreement with the experimental result ' © SUmmarize, the MP2/1 calculations give the best agree-
which surprisingly shows even shorter contacts despite MeNt with the experimental structure with B3LYP, and in
bulkier groups (3.185 A). The comparison between SDD and partlgu!ar HF method_s show significant deficiencies in the
LANL2DZ shows that both basis sets give similar results. Prediction of Pb-Pb distances.
In combination with perturbation theory, SDD gives slightly ~ The reported structures with long lealéad distances and
shorter distances, while the other two approaches yield our population analyses clearly indicate that these “bonds”
shorter contacts with LANL2DZ. However, SDD is generally are not classical single bonds but rather weak interactions
considered to be superior due to the inclusion of polarization between three plumbylene units. To obtain information on
functions and is therefore to be preferred. how weak these contacts really are, bond dissociation
Although both theory and basis set should be systemati- energies are determined. However, one has to keep in mind
cally better than the other levels of theory, the “TZ” basis that these values include the release of ring strain of the three-

The twisting of the substituents is estimated to be about
50° for R = H and Ph, while it is slightly smaller with the
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Table 2. Bond Dissociation Energies (kJ/mol) for the 150
Reaction PbsRs — 3 PbR; at Different Levels of Theory 140 - 1'
structure B3LYP/I MP2/I ccspmi CCSD(T)/ITZ 4
130 4
PbsHs 129.7 133.8 121.6 185.4 Y
PbsMes 1141 1328 1 B i
PbsPhg 73.1 150.7 E 110 4
o
£ 100

Table 3. Bond Dissociation Energies (kJ/mol) for the

Reaction E3Hes — 3 EH; at the Perturbation Theory Level o0

—&—ns orbital

structure MP2/| 80 - = np orbital

C3He? 1151b 70 4

SizHs 582b 60

GesHs 555° c Si Ge Sn Pb
SnzHs 449 ) )

PbsHs 134 Figure 2. The calculated sizes of the valence ns and np

- - rbitals of gr 14 elements.36
a CHj calculated as triplet. » The 6-31G(d) basis set was used for orbitals of group elements

the central atom. . .
of group 14 elements where also the same interactions and

2 trans-bent angles exist. The smaller trans-bent anglds in
and in Ph(2,4,6-MeCgH,)s result from the interplay between
maximum overlap and the increased steric demand of the
substituents.

The predominance of singlet carbene analogues can be
contributed to the relativistic contraction of the 6s electfohs.
It is known that with the increasing atomic number the

o difference in the radial extensions of the s and p orbitals of

\\\\° group 14 elements also increases (Figuré Zhe splitting
of np orbitals due to spirorbit coupling is not taken into
Figure 1. Schematic interactions of the lead—lead bonds in account in the figure because although the resulting.2b p
cyclotriplumbanes (reproduced from ref 11). and the p, orbitals differ in size, they are still significantly

larger than the 6s orbitdlThe described radii difference

membered rings as well and therefore do not directly renders hybridization of s and p orbitals highly unfavorable
correspond to the energy of three single bonds. with the higher homologues (“inert pair effect”). Another

One can clearly see from Table 2 that independent of the study suggests a dependency of size of the orbital radii and
employed level of theory, the bond dissociation energy for hence the hybridization on the metal partial chafge.
cyclotriplumbanes is almost constant at 45 kJ/mol per bond/ From the literature it is known that the trans-bent angle
interaction. The exceptions are the DFT-optimized hexaphe-in double bond systems can be correlated with the singlet
nylcyclotriplumbane with too long and hence too weak-Pb  triplet splitting of the corresponding carbene analogtiés.
Pb contacts and the CCSD(T)/TZ-derived values with too large gap corresponds to a large displacement angle. We
short and hence too strong PBb bonds. The comparison calculated the singlettriplet gaps of the according plum-
with the lighter homologues confirms the weak nature of bylenes and found that the gap rises from 132 kJ/mol for
the lead-lead interactions: a€C bond is almost nine times ~ PbH; to 171 kJ/mol for PbPh The trans-bent angles however
stronger and even cyclotristannane possesses three timedo not follow this trend but decrease from hydrogen to
stronger bonds (Table 3). methyl and rise again to phenyl. Therefore, the energy gap

To explain why the substituents are twisted out of their cannot be correlated with the trans-bent angle in case of the
“ideal” positions one has to look on the orientation of the cyclic structures.
orbitals forming the PbPb contacts in cyclotriplumbane. Atoms-in molecule population analysis performed on
Plumbylenes usually exist in a singlet state with the lone cyclotriplumbanes confirm the nature of interactions between
pair formed predominantly from the 6s orbital. This is the lead atoms. Relevant bond- and ring-critical points could
confirmed by NBO calculations of different MP2-optimized be located, thereby describing the weak derseceptor
PbR: structures (contribution of more than 85%, independent interactions as bonding. Contour plots of the electron density
of R). As expected for a singlet carbene analogue, the loneand the Laplacian of the electronic charge density (charge
pair and the unoccupied p orbital are about orthogonal to concentrationsy?p(r) < 0) reveal areas of increased electron
each other (92in PbH; and Pb(CH), and 95 in the phenyl- density where the donor orbitals are located but do not show
substituted plumbylene). To maximize overlap between significant differences for the employed substituents; Figure
doubly occupied &sand empty 6p plumbylene orbitals in 3 illustrates the situation in BHs.
cyclotriplumbane, the PbRunits have to arrange in a tilted As mentioned above, our NBO analyses of the cyclo-
manner as shown in Figure 1. This kind of bonding bears a triplumbanes show that the leattad bonds are formed by
similarity to the double bonds formed by heavier homologues weak interactions between an occupied orbital and an empty
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Figure 3. Contour plots of the electron density p (left) and the Laplacian of the electronic charge density V2p(r) (right) of
cyclotriplumbane.

Figure 4. Influence of substitution on hybridization of bond-forming orbital: a lead sp hybrid orbital in PbzHg (left) and an almost
pure s orbital in PbzPhg (right). The spherical form of the latter indicates the absence of a p contribution.

Table 4. NLMO Analysis of Hybridization and Frontier
Orbital Energies (in a.u.) in Cyclotriplumbanes and
Plumbylenes

p orbital of a neighboring Pb atom with the occupied orbital
being the former lone pair of the plumbylene unit. Interest-
ingly, there are differences in the composition of these
occupied orbitals in the trimeric structure which depend on
the substituent R. The s orbital contribution in the plumby-

Pb—Rs/p  “lone pair”
species ratio s/p ratio? HOMO/LUMO  H/L gap

lenes is above 85%, it is more or less the same for EEH:' Zgﬁi i:g? _g'gégg'ggé ggig
hexaphenylcyclotriplumban 1%), resulting in I i e ' '

exaphenylcyc otriplumbane (.8 6), resulting doubly Pb(CHz)> 6/94 88/12 -0.288/0.022  0.310
occupied, almost pure s orbitals. However, the smaller Pbs(CHs)s 31/69 38/62 _0.269/0.035  0.304
hydrogen atoms and the methyl group lead to a reduction of gy, 7/93 87/13 0.302/0013 0315
the s/p ratio in the cyclotriplumbanes, hence hybridization pp,pp, 9/91 81/19 ~0.279/0.008  0.287

of the “inert” 6s and 6p orbitals takes place: the formerly as/p contributions in % of the former lone pair, forming the Pb—
pure s lone pair possesses now only around 40% s charactemb bond in the trimer.
and the Pb-Pb bond-forming occupied orbitals are now
formally between sp and 3pybrid orbitals (Table 4). Figure ~ Plumbylene orbitals have very similar shapes, and the only
4 illustrates the different occupied orbitals. This is somewhat notable feature is the lowering of the HOMO/LUMO gap in
surprising considering the textbook knowledge of the inert PhsPhe.
pair effect where no hybridization should take place.

Analysis of the frontier orbitals (Table 4) does not give Conclusions
further indication why the phenyl-substituted cyclotriplum- It is of utmost importance to employ a reasonably high level
bane hybridizes and the other two do not. The relevant of theory together with a reliable basis set/ECP combination
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in order to reproduce both geometry and bonding situation
of plumbylenes and the trimeric cyclotriplumbanesRb
Substitution has a pronounced influence on the geometry,
so that MP2 calculations are necessary to get the required
good agreement with the experimental structure. Also, phenyl
groups are not adequate for the reproduction of the trans-
bent angles irnl. The bulkier trimethylphenyl substituents
give the correct tilting of the groups R in the cyclotriplum-
banes which is attributed to the bonding situation: thetead
lead contacts are formed from weak interactions of plum-
bylene lone pairs with empty p orbitals of neighboring lead
atoms, and in order to maximize overlap, the plumbylene
units have to twist from their “ideal” positions. The trans-
bending cannot be correlated with the singteiplet splitting

as in double bond systems.

Another striking observation is the hybridization of the
former lone pair orbitals in the cyclotriplumbane ;Rb
Depending on the substituent, hybrid orbitals with a 6s orbital
contribution of only about 40% are found. Hydrogen atoms
and methyl groups promote this effect, in contrast to the inert
pair effect, while for phenyl substitution the expected 6s lone
pair orbital is identified as the bond-forming orbital.
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Abstract: Combining protein structure prediction algorithms and Metropolis Monte Carlo
techniques, we provide a novel method to explore all-atom energy landscapes. The core of the
technique is based on a steered localized perturbation followed by side-chain sampling as well
as minimization cycles. The algorithm and its application to ligand diffusion are presented here.
Ligand exit pathways are successfully modeled for different systems containing ligands of various
sizes: carbon monoxide in myoglobin, camphor in cytochrome P450cam, and palmitic acid in
the intestinal fatty-acid-binding protein. These initial applications reveal the potential of this new
technigue in mapping millisecond-time-scale processes. The computational cost associated with
the exploration is significantly less than that of conventional MD simulations.

1. Introduction a challengé?®1¢ Of particular interest is the elucidation of
Obtaining a molecular-level understanding of protein bio- protein pathways, describing a biophysical or biochemical
chemical and biophysical processes is a complex taskevent, for which only the initial state is known. For this
requiring the characterization of long-time conformational purpose, various approaches often referred to as energy
rearrangements. Molecular dynamics methods, in which thelandscape exploration techniques have been recently devel-
evolution of the system is projected as a series of snapshotoped*® While using different sampling methods, the overall
resulting from the integration of classical equations of idea is to project a set of local minima describing the protein
motion, have been largely used with great success to modelconformational changes. Among others, sampling methods
conformational rearrangement in biomacromolecéités. include eigenvector following and backbone dihedral
These simulations, however, are sensitive to the size of thepivoting8*°Various simpler mechanical approaches, includ-
system and to the total time of propagation, requiring ing normal-mode analysi,essential dynamics analyss,
significant computational resources to reach times on theand the Gaussian network modélare widely used to
order of hundreds of nanoseconds. Different approximations characterize long-range conformational changes and collec-
have recently been introduced to modify conventional tive protein dynamics. These mechanical methods offer
molecular dynamic methods in order to capture large-scalevaluable information on conformational changes, requiring
conformational rearrangements: simplified electrostatics only the initial state, but at the cost of a loss in detailed
models! multiple replica dynamic%,° stochastic path  atomic resolution. The combination of these approaches with
approache%} Monte Carlo/molecular dynamics combina- atomic detailed landscape exploration methods, like the one
tions}? targeted constraint dynami¢smodified potential proposed here, could certainly constitute a new generation
landscapé? and so forth. These methods offer a valuable of landscape exploration and dynamical tools.

approach to model long-time dynamics, although often  parallel to the development of the above techniques, there
limited to the constraint of providing initial and final states has been a significant effort toward the development of
and to the employment (for some methods) of large biasing theoretical methods for protein structure prediction based on
potentials. The modeling of long-time dynamics still remains the use of rotamer librari3:26 Recent work by Hellinga

et al. has proven the possibilities of theoretical guided protein
* Corresponding author. E-mail: guallarv@biochem.wustl.edu. engineering when using protein structure prediction algo-
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rithms2728 Jacobson et al. have recently developed PLOP, a
program for protein modeling using all-atom energy functions
and specialized sampling algorithms for side-chain and loop
prediction?>3°The program uses an implicit surface-general-
ized Born (SGB) continuum solvent moéledind the recently
updated version of the OPLS-AA force field parametrization
(OPLS2001). The latter was demonstrdtetb provide
significant improvements in side-chain prediction as the fit
to quantum chemical data in experimentally relevant regions
of phase space was improved. The sampling algorithms
include the use of highly detailed rotamer state libraries for
side-chain conformational searching, hierarchical screening
methods based on steric overlap, and approximate electro-
statics to rapidly eliminate obviously incorrect conformations.
With these technological advances, rigorous sampling of side
chains can be done at a rate of one side chain per second on
a regular desktop (throughout the paper, CPU estimates refer
to a 2.8 GHz Pentium IV PC).

Using these specialized protein structure sampling algo-
rithms, we have developed a novel approach to explore the
protein landscape dynamics. The program has been named
PELE: Protein Energy Landscape Exploration. The method Figure 1. Local superposition of the crystal structures for
uses a localized steered perturbation coupled to side-chainP450cam with camphor (PDB: 1PCH; dark blue), the short
prediction and minimization algorithms. The procedure D-4d wireligand (PDB: 1RF9; red), and the longer 8D—d wire
includes the possibility to perform single-point mixed ligand. (PDB: 1RE9; light blue). A clear opening of the F/G
quantum mechanics/molecular mechanics (QM/MM) calcu- helixes and the loop connecting them is observed for the wire
lations® to update the charges of complex ligands or to obtain ligands.
quick estimates of a biochemical reaction.

We have initially applied this method to the study of ligand
diffusion on several enzymes. In all the cases studied, | Localized Perturbation (ligand motion...) _
myoglobin, cytochrome P450, and the intestinal fatty-acid- [ ™ { ﬂﬁ?ﬂggg{;ﬁﬁ;ﬁf?;jﬁ‘;gfﬂ ﬁgr‘t’;?b';‘:mbam")
binding protein, we have obtained entry/exit pathways for

El (initial energy)

> 2-3 min

one representative ligand for each system: CO, camphor, Ef (final energy)
and _palmltat_e, respgctlvely. All diffusive pathvv_ays are Metropolis acceptance (acceptireject move)
consistent with experimental data. The computational cost Optional QM/MM charge update (ligand...)

varies with the system, from 1 day for myoglobin to 4 days
on a single CPU for P450 and the fatty-acid-binding systems.
In this first paper, we present the methodology and results F/gure 2. Sampling procedure used in PELE.
on camphor migration on P450cam. To demonstrate the
potential of the method, a summary of the results on
myoglobin and the intestinal fatty-acid-binding protein are

Start Over

proteins. This procedure incorporates Monte Carlo moves,

rotamer library side-chain optimizations, truncated Newton

, : _minimizations, and Metropolis acceptance tests. The method

also given; more extensive results on these two systems W|IIiS used to generate and propagate changes in a system by

be presented elsewhere. . i i generating a series of structurally similar local minima that
Because of the abundant experimental information, cam- ;e then combined into a trajectory.

phor migration on P450cam is a well-defined test case. A gampling Procedure.Local Perturbation The procedure
recent study trapped two different synthetic molecular wires, employed (Figure 2) begins with the generation of a local

?ndicating the importance of the m_otion of the F and G helix perturbation of the ligand. Many ligands can be treated as
in the substrate entry pathway(Figure 1). Furthermore, rigid bodies so only three rotational and three translational
simulations using random_steered mglecular dynamics havedegrees of freedom are required. Flexible ligands, such as
also been performed on this systénThis method, however,  namitate, cannot be adequately described as a single rigid
required a large force pushing away the ligand from the heme it Thys; the perturbation of these flexible ligands includes
center, resulting in multiple paths for ligand exit. Our results 5qitional degrees of freedom from the dihedral angles of
are consistent with the synthetic molecular wires’ crystal- ,aiapie honds, while the bond distances and bending angles
lographic results and reveal a detailed atomic description of ¢ kept fixed. At this stage, the user has to provide a list of
the protein response along the entire migration pathway. |oiatable bonds for the ligand as well as OPLS-AA style
parameters (at least atom types). Next, a series of filters are
2. Methods applied to determine if there is any steric contact between
We have developed PELE, a new approach to map the energyhe ligand and the backbone of the protein and, in the case
landscape for long-time conformational rearrangement in of flexible ligands, between the ligand and itself. If any such
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contacts are found, the perturbation is rejected. A pair of every 10 moves and extended out to 25 A from the ligand.

nonbonded atoms were determined to create a steric clash ifThe overall time for each move depends on the chosen side

the distance between them was less than 70% of the sum ofthain and minimization region, and on ligand size. For the

the van der Waals radii of the two atoms. A set of 400 default values8 A for side chains and 10 A for minimization,

perturbations are generated, and the one with the best scoring@ complete iteration required-3 min of CPU time for the

is selected. The scoring function used is an OPLS-AA force tested ligands.

field in which only the ligand and the backbone of the protein ~ To perform efficient sampling of rare events, the direction

were considered. The solvation effects were neglected asof the perturbation is kept constant for a set number of steps

were the nonbonded interactions with residues more thanmaking up a steering cycle. The translation is described by

15 A from the ligand in its position at the start of the step. whereT is the translational vecto#, is a variable describing
Side-Chain Samplind he algorithm proceeds by optimally

arranging all side chains local to the atoms perturbed in the T=@A+RYr )

first step with a rotamer library side-chain optimization at a the translational range, arRlis, again, a random number.

rotamer resolution of 10 The side-chain algorithf? uses Thus, translations are always forced within thie PA]

steric filtering and a.c!us:termg .method. 0 rgduge the number interval, withA typical values between 0.05 and 0.2 A (user-
of rotamers to be minimized (side-chain minimization only).

The typical time required for the side-chain sampling of defined variable) is previously aligned with the normalized

20-30 residues. corresponding to a sampling distance of 8steering vector using a Gaussian function with a tightness
A from a mediurﬁ-size Iigimd isgin the zgops ragnge Future criterion, which ensures that the perturbation will be within

: ; ) | . 10—-30° of the steered direction. A steered cycle of 20
versions will speed up the side-chain sampling procedure; . . o

. . ; . indicates that after a period of 20 moves the steered direction
by adapting the side-chain rotamer resolution along the

o . S might be randomly updated. The update takes place if the
landscape exploration; side chains experiencing less confor- . ~ N )
. : : : direction was an unsuccessful direction search (with a user-
mational changes will decrease their rotamer resolution. . .
Minimization The last step in everv move involves the defined number of accepted steps or overall displacement).
s 1ast step y . The Metropolis acceptance/rejection criterion for each move
minimization of a region including, at least, all residues local

. : ensures that maintaining a perturbation direction does not
to.the f';\tor.ns mvolvgd in steps 1 and 2'. The truncated NeWtonresult in a large energy increase. The result of this procedure
minimization algorithm uses a multiscale protocok-2L

d f ud fficient th tonal is a series of local minima which are structurally highly
orders o gmagnl ude more €eflicient than conventional ap- ., |ated. However, large structural changes can be attained
proache$® The minimization is intended to generate a

backbone response to the initial local perturbation and to from one end of the trajectory to the other. In this way, the
. respons al pertu atomic-scale details of possible mechanisms can be explored.
possible side-chain rearrangement in the first steps. The

. : . . The algorithm can be used to attain different goals by
?r:/aetraslildngrr]c;?rfsh \'/‘:’"(lj(;i'tgggd ?Qté?r? s:;;?sf tT:Sasosr]Lé?]pt'?;adjusting the steered and acceptance parameters. An equili-
ligand motion proteiﬁprotei% interactions ’biocﬂemica?l bration p.rocedure with a very short steered cycle and low
activity, and s,o forth. The backbone will then follow the Mgtr OPOI@ temperature can be used to prod_qce Ipcal energy
side-ch,ain response.. m|n|rr_1|zat|on and ex.ploratlon. Such an equmbrat!on proce-

The X and Y distances for the local side chain and dure is necessary prior to any landscape exploration. A setup

nimizati Fi 5 din A and with a longer steered cycle and higher temperature can be
minimizations (see Figure 2) are measured in A and are used to explore possible pathways. Initially, the explora-

cho_sen by the_ user. 'I_'hey deterr_nme the_ local areas fqr .S'detion runs are carried out at high Metropolis temperatures
chains and rr_nmmlzatlon. All resldues with an gtom W|th|.n (1000 °K, for example), defining one or various ligand
theX_ (orv) dlstancgs from any ligand atom are included in reaction coordinates. As emphasized by Mousseau et al., the
the list of local residues. o Metropolis temperature does not correspond to a real thermal
These three steps composemave which is accepted a4, the effective temperature being significantly lodfer.
(defining & new minimum) or rejected on the basis of & T jigand reaction coordinates are reduced to an increase
Metropolis criterion for a given temperature or decrease of a distance between the ligand center of mass
AV <0 and a target(s) (a set of y, and z coordinates). Various
parallel trajectories at a lower Metropolis temperature are
exp(—AVIKgT) <R 1) then started at the initial point. The information from the
different nodes is shared using the MPI communications
that is, by a decrease of the potential surfacé,< 0, or by protocol. Whenever any trajectory is significantly farther
satisfying the second criterion whekg is the Boltzmann along the reaction coordinate than any of the other trajec-
constant,T the temperature chosen for the simulation, and tories, the trailing trajectory is abandoned and restarted from
R is a random number with a [0, 1] range. The conforma- the position of the leading trajectory. We should emphasize
tional changes are propagated to the nonlocal environmentthat the higher-temperature exploration runs only determine
by means of the diffusion of the local perturbed region and the ligand target, a criterion by which the different nodes
by introducing a long-range step similar to the local step spawn their geometries. They do not introduce any further
but involving a longer sampling radius. In the results bias in the protein dynamics. Thus, trajectories produced at
presented here, the local step was confined to residues withinany given temperature are entirely produced from the starting
8 A of the perturbation. The long-range step was conducted structure at the given temperature, with no memory of any
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Figure 3. (A) Representative energy profile of an equilibration run. A stable minimum is found after about 50 steps and is
maintained for another 300 steps without significant change. (B) Initial exploration run for P450cam run at 2000 K.

previous production at higher temperatures. Obviously, lower improve conformational side-chain prediction as compared
temperatures require longer production runs (or more proces-to experimental dat&. A particular focus has been the ability
sors). Using this parallel procedure, we have been able toto predict the formation of surface salt bridges, which are
run ligand escape simulations at room temperature for eachsensitive to the continuum solvation parameters for ionizable
of the systems studied. side chains. The unmodified SGB model overpredicts the

Following recent studi€$3® where we combined protein  formation of surface salt bridges by a substantial margin;
structure prediction algorithms with QM/MM techniques, the reparametrization of the effective screened pair interaction
landscape exploration algorithm has been coupled with Qsite,term for these structures leads to much more accurate results.
a QM/MM programz® These techniques contain the elements These improved Born models have been shown to give
necessary to properly describe the potential energy surfacesccurate forces and relative energies when compared with
relevant to biochemical processg€d/e have used single- Poissor-Boltzmann and explicit solvent modéis*42In
point QM/MM calculations to obtain the initial atomic particular, reparametrized Born models perform well with
charges for the ligand and to account for the charge sampling methods such as the one described in this work;
polarization of the ligand along its migration in the protein the use of SGB with molecular dynamics requires a careful
frame (using electrostatic potential charges). Single-point selection of a friction degree of freedd¥*®
calculations are performed only after a large ligand rear- PELE has been merged with PLOP and will be available
rangement (every-50 steps or longer), requiring on the order  free of charge for academic purposes from the UCSF site
of 3—15 min of CPU time (3-4 min for camphory~15 for (http://francisco.compbio.ucsf.edvacobson/plop_manual/
the fatty acid). To soften discontinuities in the potential plop_license.htm). To run the QM/MM options, it will
surface, any new set of charges are scaled along sixrequire the installation of Qsifé.
consecutive accepted sampling steps. We should emphasize
that the overall chqrge is conserved. As seen in Figure 23 Results and Discussion
the charge update is always performed after the Metropolis i o
test. Furthermore, an additional minimization follows any Results focus mainly on camphor migration in cytochrome
charge update; the initial and final energies for any Me- P4500§1m. The existence of crystallographic direct eV|de.nce
tropolis evaluation correspond to minimized structures with Of the ligand entry/escape channel makes P450cam an ideal
the same charge set. The QM region for all systems wastest sys_tem_. A summary of our_results_on CQ and palm_|tate
reduced to the ligand. For the P450 and myoglobin systems,fatty acid diffusion on myoglobin and intestinal fatty-acid-
an additional initial QM calculation, including the heme Pinding protein, respectively, are also shown. These results
group and the proximal residue in the QM region, provided indicate the possibilities of our methodology in treating smgll
the set of charges (fixed along the simulation) for the heme (CO) as well as complex (palmitate) ligands. More extensive
group. QM calculations are carried out using the B3LYP results on these two systems will be presented elsewhere.
functional in combination with the 6-31G* basis set. 3.1. Ligand Migration on P450cam.The first step before

All classical calculations are done with an OPLS-AA launching an exploration run is to obtain an equilibrated local
description of the ligand and protein atoms and with an minimum. Such a structure is obtained by adjusting the local
implicit SGB solvent model. As stated above, the atomic Pperturbation so that it always performs a random update of
charges for the ligand (and the heme group in P450 andthe direction search. Additionally, the steered cycle is reduced
myoglobin) are obtained from QM/MM single-point calcula- 0 <5. Thus, there is no successful search direction, reducing
tions. The continuum solvation model has been extensively the landscape exploration to a local refinement of a given
parametrized by Levy and co-workers to provide accurate initial conformation. Panel A in Figure 3 introduces the
predictions for a wide range of small molecule solvation free energy profile for the camphor equilibration run. Similar
energies? This parametrization includes the use of a new €energy profiles are obtained for each of the other systems.
nonpolar term, which more accurately reproduces nonpolarAs seen in Figure 3, a stable plateau is obtained after 50
solvation free energies for molecules of different shapes (e.g.,iterations. These equilibration runs required about 10 CPU-
cyclic and branched alkanes) as well as providing first-shell hours on a single processor.
corrections to the generalized Born electrostatics. Finally, After the equilibration run, we performed a quick land-
Friesner et al. have reparametrized key terms in order toscape exploration by using high Metropolis temperatures.
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At this stage, we usually keep the steered cycle2® and 90
adapt the localized perturbation amplitude and the temper-
ature until an acceptance rate$%0% is reached. The initial
exploration is intended to find different possible pathways.
From the analysis of the different pathways, we select the
optimal reaction coordinate to run a multiprocessor produc-
tion run at lower Metropolis temperatures. This initial
exploration is performed on a single processor and has an
associated computational cost of-120 CPU-hours. For the
P450cam system, we have performed 10 different exploration
paths with Metropolis temperatures ranging from 500 to 2000
K. All paths, even at 2000K, resulted in camphor leaving
the active site in a path closely following the wire ligands
shown in Figure 1. No alternate pathway was observed, andFigure 4. Energy profile associated with camphor exiting
no other protein cavities, distant from the exit pathway, were P450cam at three different temperatures of coordinated runs.
visited. In the random steered molecular dynamics stilies, Each successively lower temperature reduced the barriers
mu|t|p|e pathways were obtained. One of them C|Ose|y associated with Camphor |eaVing. At 400 K, energy barriers
corresponds to the pathway observed by us (in agreemenPf ~35 kcal/mol were found (250 K gives essentially the same
with the crystallographic wire). However, the large force ©€nergy profile as 400 K).

introduced, necessary to observe the camphor migration,
apparently affects the potential landscape and results in
alternate pathways. In other cases, myoglobin, for example,

this procedure does predict ligand diffusion to a diverse set As seen in Figure 5, the exit pathway passes through the
of experimentally observed inner cavities (details follow). F—G loop displacing’both the F and G helix by a small

Panel B in Figure 3 displays an overlay of a few exit amount, and is gated by the movements of several phenyl-
snapshots alo_ng one of the .10 differe_nt trajectories and thegjanine residues (F87, F98, and F193). Panel E in Figure 5
energy associated with the ligand motion. As a result of the jyqicates a superposition of several camphor snapshots with
large temperature acceptance associated with the exploratiopne crystallographic wire along the exit pathway. The same
run, the energy profile is significantly large. Once the panel also indicates the overall motion of the F and G helixes.
pathway(s) of interest have been identified, reaction coor- pgnels A-D highlight the molecular details of the phenyl-
dinates can be developed that track the progress along thesg|anine motion along the camphor migration. The highest
pathways. For the case of camphor, only a single pathwayenergy minimum, located at a camphdreme distance of
was observed, and hence, a simple reaction coordinate wagpoyt 13 A, is shown in panel B. At the present time, the
implemented, which tracks the distance between the campholangscape exploration algorithm only samples local minima.
center of mass and the iron of the heme. Using the parallel o \work in progress is applying double-ended metH6d
version of the code, trajectories were conducted usiig®  for the characterization of the energy barriers. The ultimate
processors at Metropolis temperatures of 750, 500, 400, andyog| is to obtain a network and a transition-state matrix
250 K. The difference between the energy profiles of the characterizing the dynamics of the system in a fashion similar
last two temperatures were reduced only to21kcal/mol. to recent studies on protein foldi®3-5 The highest energy
As described in the Methods section, each of these trajec-minimum, shown in panel B of Figure 5, corresponds to the
tories is independent. By running multiple temperature point in the trajectory where the camphor must pass between
trajectories, one can follow the convergence of the potential the two phenylalanine residues (F87 and F98). This large
energy surface, as seen in Figure 4. Additionally, a future gmplitude motion of the phenylalanine residues is also
objective is to build the density of states by means of an gpserved in the molecular dynamic studies by Wade &t al.
energy histografi*® along different bids of the reaction  Fyrthermore, the important role of these residues agrees with
coordinate by means of multiple temperature trajectories. recent observations of the Batista’s group at Yale University
Each of these refinement runs required4fdays of CPU  (personal communication). Their studies have observed a
time (for each processor). large coupling of these phenylalanine vibrations with the

An update of the atomic ligand charges by means of single- abstraction of a hydrogen atom from the camphor substrate
point QM/MM calculations did not introduce any signifi- by the putative active species, the oxy-ferryl heme species
cant change in the ligand escape pathway and its potentialalso known as compound I. Thus, the ligand diffusion (and
surface. The atomic charge standard deviations were in thepossibly the enzymatic activity) seems to be mainly gated
0.02-0.06 range, with no abrupt change in atomic charges. by the movements of these phenylalanine residues.
Interestingly, the oxygen atom on camphor is the heavy atom 3.2. Ligand Migration on Other Systems: Myoglobin
with less charge fluctuation (with a 0.026 standard deviation). and Intestinal Fatty-Acid-Binding Protein. Myoglobin.The
One would expect these fluctuations to be even less importantstudy of CO diffusion on globular proteins was the simplest
when employing a polarizable force field for the protein and fastest application, requiring only temperatures of
atoms. Future studies need to address the importance oB00—400 K on a single processor, for producing successful
ligand polarization on a larger diversity of ligand and ligation migration pathways. In 20 exploration trajectories in the

— 750K

Energy (kcals/mole)

Distance from Heme (A)

pathways. A QM/MM description of the ligand atomic
charges, for example, has recently been shown to consider-
ably improve docking simulatiorf$.
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Figure 5. Exit pathway of camphor from P450cam as identified by PELE at room temperature (300 K). Panels A—D show four
points along the exit pathway. The three phenylalanine residues experiencing large conformational changes, F87, F98, and
F193 are shown in yellow. Panel B represents the structure at the largest energy barrier. Panel E displays an overall view of the
pathway and is shown in green. The path identified by molecular wire studies is shown in red. Helices F and G as well as the
F—G loop are shown in pink.

myoglobin system, 90% of the escape pathways involved
pathways in the heme distal site. In most of the trajectories,
the ligand visited different inner cavities (known as xenon
cavities) before exiting the protein. The trace of the CO
ligand is shown with a sphere representation for the C and
O atoms in Figure 6. Such cavities have been clearly
characterized previoush. % The ligand exit, however,
involved mainly the cavity connecting the distal site with
the CD loop. Half of those pathways involve the opening of
the distal histidine, a mechanism largely discussed in the
literature®! The other half of the migration pathways involved
the path shown in Figure 6 with an orange arrow. This
migration pathway was observed in early calculations, using
a time-dependent Hartree approximation, by Elber and
Karplus®® This cavity contains three of the six phenylalanine
residues present in myoglobin (shown with a white stick
representation in Figure 6). This result is consistent with
mutational studies by Scott et al. where mutation of these
phenylalanine residues (and I’_ESIC!ue.S next_to them) la.rgerFigure 6. Carbon monoxide migration in myoglobin. The
affected the entry and escape kinetics; mutation of all residues . . ) . :
in the vicinity of the other cavities (Xel, Xe4, etc.) did not protein is shown in a carFoon representauqn W'.th hehces E
2 . e and F and the loop CD being labeled. CO migration is shown
show any :s_|gn|f|ca_nt effect on the ligand kln_etlc_:s (see, for in a sphere representation (red for oxygen and cyan for
example, Figure 5 in Scott et &). Our results indicate that

) k ’ . carbon), with some xenon cavities labeled in red. Phe 33, 43,
the CO stacking on top of the phenylalanine side chain ;g 46 are shown in white. The heme group and the proximal

participates actively in the migration pathway. Protein pistidine, H93, are shown in dark blue. The exit pathway is
fluctuations in the CD loop region are essential for the escapeynderlined with a pink arrow.

of the ligand. The importance of the CD region on the globin
heme-binding family has been corroborated by Fernandez-authors showed the existence of conserved low modes
Alberti et al®® Using Gaussian network model analysis, the involving the CD helixes and the loop connecting them.
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time scale, require large protein conformational changes,
which were captured by our methodology. Our approach,
therefore, signifies an innovative methodology, capable of
describing slow deligation events at a detailed atomic level.
The landscape exploration output could be used as an input
for several free-energy methodologies (umbrella sampling,
etc). Present studies are focusing on obtaining such a descrip-
tion using only small modifications of the algorithms
described herein. An accurate free-energy study, however,
will necessarily involve a more rigorous solvation model. A
mixed explicit/SGB solvation scheme has shown promising
results®” Additionally, the algorithm proposed here cannot
account for a detailed solvenprotein (or solventligand)
interaction, which might be essential in some particular pro-
tein and ligand dynamics. Further research in mixed solvation
models is necessary to address this point. Current studies
are also investigating the possibilities of landscape explora-
tion into a wider scope of applications, including the protein
response to a biochemical process as well as protein folding.

Figure 7. (Left) Important residues along the palmitate
escape pathway. (Right) Main protein conformational changes
obtained in our simulation along the exit pathway involving
mainly helix all and turns SC—fD and SE—fF.

Intestinal Fatty-Acid-Binding ProteirRalmitate diffusion
in the intestinal fatty-acid-binding protein has been associated Acknowledgment.  Financial support has been provided
with the overall motion of the helixl and turns between by startup package from Washington University School of
BC—pD and BE—BF5465 Covalent pH-dependent cross- Medicine. We are very grateful to Prof. Nathan Baker and
linking of these two secondary structure elements trapped Prof. Rohit Pappu for helpful discussions.
palmitate. Figure 7 (right panel) indicates the main protein
conformational changes associated with this process and a
series of snapshots where several conformations of the fatty
acid ligand are captured along the deligation pathway. The
(long-range) protein conformational changes obtained in our
simulation involve mainly heliall and turnspC—pD and
BE—pF, in great agreement with the experimental observa-
tions 85 Our results not only confirm those experimental
results but represent the first theoretical simulation where
the escape of the palmitate ligand is observed. In particular,
several polar residues in the interior of the protein appear to
be crucial. These residues, shown in the left panel in Figure
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